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CHAP - 1: INTRODUCTION TO MACHINE LEARNING

Q. What is Machine Learning? Explain how supervised learning is different from unsupervised
learning.

Q2. Define Machine Learning? Briefly explain the types of learning,

Ans: [5M | Mayl? & May1i)

MACHINE LEARNING:

1. Machine learning is an application of Artiticial Intelligonce (Al)
2. It provides ability to systems to automatically learn and improve from experonc e wothont e
explicitly programmed.
3. Machine learning teaches computor to do what comes naturally to harmans learns Trom oo e
4. The primary goal of machine learning is to allow the systemes leam autormatically wath horran
intervention or assistance and adjust actions accordingiy
5 heallife examples: Google search Engine, Amason,
6. Machine learning is helpful in
a. Improving business decision
b Increase productivity.
¢. Detect discase,

d. Forecast weather,

TYPES OF LEARNING:

1) Supervised Learning:

—

Supervised learning as the name indicates a presence of supervisor as teacher

N}

Basically supervised leaining is a learning in which we teach or train the machine using dats wineh
well labelled,

3. After that, machine is provided with new set of oxamples(data) so that supervised learnang ol gorithen
analyses the training data

4, Machine and nroduces a correct outcome from labelled data,

tn

supervised learning classified into two categories of algorithme:
a. Classification.

b. Regression,

il) Unsupervised learning:

Unlike supervised learning, noteacher is pravided that means no tratmimg will bhe given to the tnackhine

N~

Unsupervised learning is the training ol machine using mlormation that 1s neither classitiod nor
labelled

It allows the algorithm to act on that information without guidance.,

4, Unsupervised learning classified into two categories of algorithims:

a. Clustering

bh. Association
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DIFFERENCE BETWEEN SUPERVISED AND UNSUPE =RVISED LEARNING: -
“Supervised learning Unsupervised learning T _H
Uses known and labelled data. Uses unknown and unlabelled data. .__h___ml'

Very complex t - elop.
Very complex to develop. Less complex to develop -

Uses real-time analysis.

“Uses off-line analysis.

S S = n. ‘.
Number of classes are known. Number of classes are unknow ) i
et T R T : iable results.
Gives accurate and reliable results. Gives moderate accurate and reliab ults, ]I

Q3. Applications of Machine Learning algorithms
Q4. Machine learning applications
Ans: [10M | May16, Declé & May17)

APPLICATIONS:

I) Virtual Personal Assistants:
I Siri, Alexa, Google Now are some of the popular examples of virtual personal assistants.

As the name suggests, they assist in finding information, when asked over voice.

el

ind

All you need to do is activate them and ask “What is my schedule for today?”, "What are the flights

from Germany to London”, or similar questions.

Il) Image Recognition:

1. Itisone of the most common machine learning applications.

2 There are many situations where you can classify the object as a digital image.

3. Fordigital images, the measurements describe the outputs of each pixel in the image.

4, Inthe case of a black and white image, the intensity of each pixal serves as one measurement.

1)) Speech Recognition:

i Speech recognition (SR) is the translation of spoken words into text.

2. inspeech recognition, a software application recognizes spoken words,

3. The measurements in this Machine Learning application might be a set of numbers that represent
the speech signal.

4. We can segment the signal into portions that contain distinct words or phonemes.

%)

In each segment, we can represent the speech signal by the intensities or energy in different time-

frequency bands.

IV) Medical Diagnosis:

1. ML provides methods, techniques, and tools that can help in solving diagnostic and prognostic
problems in a variety of medical domains.

2. Itis being used for the analysis of the importance of clinical parameters and of their combinations for
prognosis.

3. Eg prediction of disease progression, for the extraction of medical knowledge for outcomes research

V) Search Engine Result Refining:

1. Gooyle and other search engines use machine learning to improve the search results for you.

S
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Chap - 1] Introduction to ML www.ToppersSolutions.com

v pvely tine vour execute a search, the algornthms at the backend keep a watch at how you respend to

the tesulls

V1) Statistical Arbitrage:
b Gnance statistucal arbitrage refers 1o automated short-term trading strategies that involve a large
nuMmber of secunties

I such strateaies, the user tries to implement a trading algorithm for a set of securities on the oasis

of quantiues

¢ These measdrements can be cast as a classification or estimation problem.

vil)Learming Associations:
—

1 Leaimng association is the pracess of developing insights into various associations betweaen products.
D A goed examiple (3 how seemimaly unrelated products may reveal an association to one another.

3 wWhen analyzea inrelation to buyving behaviors of customerns.,

VI Classification:
1 Claancation is a process of placing each individual from the population under study in many classes.
2 Thas s identified as indepondent variables.

Claeatication helps analysis to use measurements of an abject to identify the categery to which that

abiect belongs

4 To establish an efficient rule, analysts use data

IX) Prediction:

1 Consider the example of a bank computing the probability of any of loan applicants faulting the lean
FODAYMEen?.

* 1o campute the probabtilizy o7 the fault, the system will first need te ciassity the available data in certain

qgroups

i

it e describad by a set of ruies prescribed by the analysts.

4 Once wodo the classificaton, as per neea we can compute tne probability.

X) Extraction:
1. Information Extraction (IE) is another application of machine learning.

2 It is the process of extracting structured information fiom unstructured data.
For example web pages, articles, blogs, business reports, and e-mails.
1he process of extraction takes input as a set of documents and produces a structured data.

- —m——— Emssssanme o,

Qs. Explain the steps required for selecting the right machine learning algorithm
Ans: [10M | Mayl6 & Decl7]

STEPS:

) Understand Your Data:

The type and kind of data we have plays a key rcle in deciding which algorithm to use.

L=

Same algorithms can work with smaller sample sets while orhers require tons and tons of samples.
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3 Certain algomhme waotk with cortain types of data,
4 Ea Naive Raves wotls well with categotical inpul but s not at all sensitive to missing ata
5 tinchides
1 Know your data;
Loolcat Summary statistics and visualizations.
o Percentiles can help identify the tanae for most of the data,
Averaaes and medians can describe contral tendency,
b Visualize the data;
Pox plots can identify outliors.
Density plots and histoarams show the spread of data,
Scatter plots can describe bivariate relationships
©  Clean your data
. Dyealwith missina value
Missing data affects some models more than others.
Missing data for certain vatiables can result in poor predictions.
o Augment your data:
Feature enaineeting is the process of going from raw data to data that is teady for maodelling
It can serve multiple putposes:
Different models may have different feature enginecring requiremaent s

Some have built in feature engineernng.

) Categorize the problem:
I his is a two-step process
1. Catequrize by input:
a I you have labelled data, it's a supervised learning problom,
b If you have unlabeled data and want to find structure it's an unsupernvised learing problom
i vou want o optimize an objective function by interasiing with an eoviionment, it a
reinforcement learning problem
2. Categorize by output:
a I the output of your model is a number, it's a regression problem.
by 1f the output of your model is a class, iU's a classification prablem.
e It the output of your model is a set of input groups, it's a clustering problem,

. Do you want to detect an anomaly? That's anamaly detection,

1) Understand your constraints:
1. What is your data storage capacity?
a. Depending on the storage capacity of your system, you might not be able to store gqigabytes of
classification/regression models or gigabytes of data to cluster.
2. Does the prediction have to be fast? In real time applications;
4 For example, in autonomous driving, it's important that the classification of road signs bo as fadt

as possible to avoid accidents.
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4, Doss e leatiling hove Lo be fasty
ao I sl g sl nstane ea balbiltie triocels guickly s necessaty: sormatirmes, you need to rapicliy

i e, calt VeI gomdi b led ol oo el festestil elatzaot

IV) Find the avallabile algorithins:
Lo ttnwsedf b Fae e attee Ly s o Fyede ez peede) ares
do Whst st the ol et s Hhis business goals,
S My bt byt paree ssssineg s e o] poords
A Vo et e Ehe poes e e
b et cepalennah e s e e e
B Hlends Tasd Dhyes gl s

o e st alabide thopnedol s
V) Try sach alyorithing aceess and compare,
VI) Adjust and combine, aptimization technigues,
Vil)Chooss, operate and continuously measure,

Vill) tepent,

AR AN NSRRI R S P IR S NNIEIG300848s0Rdadilankiias sndndnbass

...... - o -

Q6. What are the steps in designing a machine learning problem? Explain with the checkers
probilarn,

Q7. Erplain the steps in develaping a machine learning application.
Q. Erplaln procadure to design machine learning systern.

Ans; [1OM | May17, May18 & Dec18]
STEPS FOH DEVELOPING ML APPLICATIONS:

1) Gathering data;

Lo this stoge s very unptatant becatse the gquality of data that you gather will directly determine how
cgeatacd g gtk tpge encatdol gall e

Ao e ha e v coiscr st fror difforent sourceds for our ML application training purpose

fhiv inichuddes colloctiteg satngdes by seraping a website and extracting data from an RSS feed or an
ol

Iy Preparing the data:
o Bt s st ation g et e e Joad Gut daita into a sutable place and prepare it for use in our systermn

feut Vemiriiricy

frie oot o Viantitg thas 88 anlated foreniat is that Yol use can rmix and rmatching algorithms and data

Waitas,

Wy Chowsing a model:

L
.,

frmen: yeus triatif ez by that thea data sciertists and reaearcher have created over years
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arsresiy erpnifir gl rlst
3 J sarne FOr niume fats
4 guine of then ate well suited for image data, other for sequence and same forn y

sane, identifying outliers and dotection of novelty,

»r

b it ehoes tecoahizing patte

W) Tralning:

1 b thie step e will use cur data to incrementally img

’)fg,f: rt thic slass

srave our models abality 1o f Y53 i

Frayve insehted

| clean data frorm previous 5

QPSS arvd estisey

- l_,‘i"-",“-'”(l.illu o the dlqcli[h!ﬁ. feed the .13:_11:”“]'1!!\ (S Telall

kheny ledge of information
far next stecy

ctored in a format that is readily usable by a rnaching

#h

fhie khowledae extracted is

V) Evaluation:
b Oiwe the baining is complete, it's time to check if the model is good for using evaluation

Phis fe whete testing datasats comes into play.

. - % =T [F2 lalla
Eyvaluation allows vs to test our moadel against data that has never been used for training

V1) Parameter tuning:
I Ohee we ate done with evaluation, we want to see if we can further improve our

trrng in any M )

S AWe can do this by tuning cur parameters

Vi) Prediction:
I Itis astepwhere we get to answet for some questions

* Ot s the peint where the value of machine learning is realized.

CHECKER LEARNING PROBLEM:

I A camputer proaram that learns to play checkers might improve its rerformance as measured by s
ability to win at the class of tasks involving playing checkers games, through experience oolained by
plaving uames avaiinst tself

2 Chaosing a traming exprerience:

a. 1The type of traiming experience 'E’ available to a systerm can have significant impaci on success of
failure of the learning system.
b, One key attribute is whether the training erperience provides direct or indirect feedback
teaarding the choices made by the performance system.
. Secand attribute is the degree to which the learner controls the sequence of traiming exarnples
o, Another attribute 1s the degree to which the learner controls the sequence of traming exarnples
3. Assumptions:
a. Let us assume that our system will train by playing games against itself.
b Anditis allowed to generate as much training data as time permits,
4. Issues Related to Experience:
a.  What type of knowledge/experience should one learn?
b, How to represent the experience?

. What should be the learning merhanism?

% Handcrafted hy BackkBenchers Publications i;'age 6 of 102
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5. Target Function:
a. Choose Move:B+ M
b. Choose Mcveis a functien.
c. where input B is the set of legal board states and produces M which is the set of legal moves.
d. M = Choose Move (B)
6. Representation of Target Function:
3. x1:the number of white pieces on the board.

b. x2:the number of red pieces on the board,

o

x3 : the number of white kings on the board

d. x4 :the number of red kings on the board.

e. x5:the number of white pieces threatened by red (i.e., which can be captured on red's next turn)
f. x&:the number of red pieces threatened by white.

a. F(b) =ws+ Wi + WaXo + WaXs + WaXs + WeXe + WeXes

7. Tne problem of learning a checkers strategy reduces to the problem of learning values for the

i

icients wo through ws in the target function representation.

Q8. What are the key tasks of Machine Learning

Ans: [5M | May16 & Decl7]

CLASSIFICATION:
1 Ifwe have data, say pictures of animals, we can classify them.

2. Thisanimal is a cat, that animal is a dog and so on.
3. A computer can do the same task using a Machine Learning algorithm that's designed for the
classification task.

4. Inthe real world, this is used for tasks like voice classification and object detection.

[84]

This is a supervised lzarning fask, we give training data to teach the algorithm the classes they belong

10

REGRESSION:

1. Sometimes you want to predict values.

2. What are the sales next month? And what is the salary for a job?
3. Those type of problems are regression problems.

4. The aim is to predict the value of a continuous response variable.
5

This is also a supervised learning task.

CLUSTERING:
1. Clustering is to create groups of data called clusters.

2. Qbservations are assigned to a group based on the algorithm.
3. Thisis an unsupervised learning task, clustering happens fully automatically.
4

Imagining have a bunch of documents on your computer, the computer willoiganize them in clusters
based on their content Automatically.
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3. Examples:
a. Learning to classify chemical compounds.
b. Learningto drive an autonomous vehicle.
¢. Learningto play bridge,
d

Learning to parse natural language sentences.

ROBOT DRIVING PROBLEM:

1. Task (T): Driving on public, 4-lane highway using vision sensors.
2. Performance measure (P): Average distance travelled before an error (as judged by human overseer)

7. Training experience (E): A sequence of images and steering commands recorded while observing a

human driver.
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CHAPR « 2 LEARNING WITH REGRESSION
Q1. Logistic Reuression
Ans: HHOM | My 17, Mayii & Lhonc |y

LOGISTIC RECRESSION!
otres o U Lot aochpopnilar adaorithr te el o fysetle ey pefeabiers

Logtstic Redteseied is
WEINEE

o

2 It the go-to nrethod fot Binaty Classitication probleris (problepns itk b« late

X Uinear redtession alaotithis ate dsed topaedic /e asl valuiot bt Joggistic pegresslon s vsel o

classification tasks
The tertm “Lowaretic is taken from the og it func o thal st iy thils pethincd of classification

4.

S the toatetic Tunction, atse called twe staredel Tometiey close il prro o et GF o tlation geosnt gy
cocleay, tising gquichly and masing viil al the cativing capat by ol the enpviraninsril

G 1Us an S-ehabed vutve Lhat can take abw teal valued unpber aned toaps (0 into o value betepgan O ard |

Lut never exacth at those lmits

T Fioute 2 shows the exatmiple of looistie tune Hon

Phogunre 20 Louestic T one ton

SIGMOID FUNCTION {LOGISTIC FUNCTION])

1. Looistic reareszion alaorithm alse aues o fmear eouation with Inclepondent predictors to prechic o
value,

2. The predicted value can be anvawhere behwe en negative imlinity Lo provadtive indingty

We need the output of the alagotthm to be clas s vatiable Tes oo, Lyes

i

. Therefore, woe are squashing the cutput of the inear equation inta o range of [0, 1],
5. Tesguash the predicted value Betweon O and 1we vses thie sigmold Tuncton,

Linear Equation:
Pty s By o

Sigmeoid Function:

Squashed OQutput -h;

COST FUNCTION:
SMee W & A selfiad ;
I Smee we are tving to predict class values, we cannot ase the Same cost function used in lineat

rearession alaarithm
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2. Therefore, we use a logarithmic loss function to calculate the cost faor misclassifying.

ify=1
ify =0

—log(la(x))

C()?ih(hﬂ—({ff)sy) = { —log(1 — ha(a))

CALCULATING GRADIENTS:

1.  We take partial derivatives of the cost function with respect to each parameier (theta_0, theta l, ..} to
obtain the gradients.
With the help of these gradients, we can update the values of theta_O, theta_l, etc.
It does assume linear relationship between the logit of the explanatory variables and the response.
Independent variables can be even the power terms or some other nonlinear transformations of the

original independent variables.

5 The dependent variable does NOT need to be normaily distiibuted, but it typically assumes a
distribution from an exponential family (e.g. binomial, Poisson, multinomial, normal); tinary logistic
regression assume binomial distribution of the response,

G. The homogeneity of variance does NOT need to be satisfied.

7. Errors need to be independent but NOT normally distributed.

Q2. Explain in brief Linear Regression Technique.

Q3. Explain the concepts behind Linear Regression.

Ans: [5M | May16 & Decl7]

LINEAR REGRESSION:

. Linear Regression is a machine learning algorithm based on supervised learning.

It is a sirmple machine learning model for regression problems, i.e, when the target variable is a real

~J

value.
It is used to predict a quantitative response y frorm the predictor variabie x.

It is rade with an assumption thal there's a linear relationship between x and y.

£

This method is mecstly used for forecasting and finding out cause and effect relationship between

,L"-

variables.
Figure 2 2 shows the example of linear regression.

o

(%]

28 1 1 ) [T}

Figure 2.2: Linear Regression.

7. The red line in the above graph is referred to as the best fit straight line.

8. Based on the given data points, we try to plot a line that models the points the best.

9. For example, in a simple regression problem (a single x and a single y). the form of the model would

be:

=ap+ ar” x (Linear Equation)

¥ Handcrafted by BackkBenchers Publications Page 11 of 102
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Chap - 2] Learning with Regression

0. The motive of the linear 1egression algorithm is to find the best values for a0 and al

COST FUNCTIONS:

: . & : 2 I oulc Vicla s
1 Thecost function helps us to figure out the best possible values for a0 and al which would provide ..

best {it line for the data points.

2. We convert this search problem into a minimization problem where we would like to minimize v,

error between the predicted value and the actual value.

l

Minimization and cost function is given below:
n
T N 9
minimize L(prt‘dt - )
(£ |

ik i
J = s lz;{prcd. - Ui)

4. Cost function{d) of Linear Regression is the Root Mean Squared Error (RMSE) between predicted

value and true v value.

GRADIENT DESCENT:

1. To update a: and a; values in order to reduce Cost function and achieving the best fit line the mod:

uses Cradient Descent.

(oW ]

Tne idea is to start with random a, and a; values and then iteratively updating the values, reaching

minimum cost.

........... ——— e e

Q4.  Explain Regression line, Scatter plot, Error in prediction and best fitting line !
Ans: EM | Decif]

REGRESSION LINE: 3
1. The Regression Line is the lire that best fitc the data, such that the overall distance from the line i

the peints (vaniabie values) plotted an a graph is the smallest,

]

There are as many numbers of regression lines as variables,

i

Suppose we take two variables, say X and Y, then there will be two regression lines:

4. Regression line of Y on X: This gives the most probakle values of Y from the given values of X.
Ye = a4 bX
>. Regressionline of X on Y: This gives the most probable values of X from the given values of V.

Xe~ai by

SCATTER DIAGRAMS:

1. Ifdataisgiven in pairs then the scatter diagram of the data is just the points plotted on the xy-plare

2. The scatter plot is used to visually identify relationships between the first and the second entries?

paired data.

e e———— L
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Scanned by CamScanner



Chap -2 | Learning with Regression www.ToppersSolutions.com
-
3. Example:
g ¢ .
i ‘-: [} 2 4 g ] [
AGE

4. Thescatter plot above represents the age vs. size of a plant.

5 ltisciear from the scatter plot that as the plant ages, its size tends to increase.

ERROR !N PREDICTION:

1. Tnestanaard error of the estimate is a measure of the accuracy of predictions.

2]

e standard error of the estimate is closely related to this quantity and is defined below:

aeu \ N

\Where 6. is the standard error of the estimate, Y is an actual score, Y' is a predicted score, and N is the

(2]

number of pairs of scores.

BEST FITTED LINE:

1. Alire of best fit is a straight line that best represents the data on a scattar piot.

h

This iine may pass through some of the points, none of the peints. or ail of the points.

3. Figure 2.3 shows the example of best fitted line.

e - ..
= T . ‘d." . .
. AT
o
e L P
10 . =i
w0
+ '_c" ‘-.-"' s ®
- - .'f.'J: L]
- . s~ .
S T
‘.;-{/. oa
L3
/ -
"0 VT T T T T s 6o

Figure 2.3: Best Fitted Line Example,

The red line in the akove graph is referred to as the best fit straight line

'p.

— — e el
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Q5. The following table shows the midterm and final exam grades obtained for students ini _

database course.

Use the method of least squares using regression to predict the final exam grade of a Stud%

who received 86 on the midterm exam.

Midterm exam (x) Final exam (y)
72 84
50 63
81 77
74 78
94 20
86 75
59 49
83 79
65 77
33 52
88 74
81 90
Ans:
Finding x"y and x? using given data:
X y xry xz
72 84 6048 5184
50 63 3150 2500
81 | 77 6237 6561
T4 78 5772 5476
94 90 8460 8836
86 75 6450 7396
59 | 49 2891 3481
83 | 79 6557 6889
65 7 50Cs 4225
(3352 | M6 | ioso
88 | 74 6512 7744
81 | °0 | 7290 6561

Here n =12 (total number of values in either x or y)
Now we have to find 3x, 3y, 5 (x*y) and 3x?
Where, x = sum of all x values

Sy =sum of all y values

Y(x*y) = sum of all x*y values

3x% = sum of all x? values

X = 866
Sy =888
T(x*y) =66088
3 x? = 65942

% Handcrafted by BackkBenchers Publications
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Now we have to find a & b.

_na Exy— ExYy

T EE-(2n)?

putting values in above equation,

(12-66088)—(866+888)
_ (122660881 —LB066I5I5)
(12+65942)—(366)7

a=059
- Zy-arBx
b B n
_ #ya-(0.59:866)
b=~ 1z
b =23 42
£otimating final exam grade of a student who received 86 marks =y =a'x+b
Here,a = 0.59
h=31.42
« = 86

Pulung these values in equation of y.
v - (0.59 * 86) + 31.42

- $82.16 marks

Q6. The values of independent variable x and dependent value y are given below:

Find the least square regression line y = ax + b, Estimate the value of y when x is10.

X
9]
3
2
3
4
Ans:
Fi g {x"y) and X’ using given data
= | v
0] 2
1 3
2 5
] 4
4 6

¥
2
>
==
<&
(5]
[10OM | May18]
Xy X
o
1
10 G
12 9
24 16

Here n = 5 (total number of values in either x ory)
Novs we have to find Ix, 3, S(x*y) and 3x*
Where, $x = sum of ail x values

sy =sum of all y values

—_—
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5(x*y) = sumof all 'y values

yxt = sum of all #* values

X =10
Yy =20
2(x%y) =49
o =30

Moy we have to find a & b,

AR 't 24
ne gad(Lot

fratting values in above equation,

(Ged9)=( 10620}

= -
(Gesup-(10)*

a=09

by = Byoate

n

20 1i)
b 22IER10)

k=22

Estimating final exarm grade of a student who received 86 marks =

y=a‘x+b
Here, a =09
b=22
x =10
Putting these values in equation of y
y=(09°10) +2.2
v=12

-
W Bat kK Betichars c,

Q7. What is linear regression? Find best fitted line for following example:

i x y ¥

] 63 | 127 |0z21
2| 64 | 121 |1263
3| 66 142 1385
4| 69 157 | 157.0
5| 69 162 | 157.0
6| 7 156 | 169.2
71 7 169 | 1692

¥ Handcrafted by BackkBenchers Publications
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8| 72 165 | 1754

9 73 181 181.5

10 75 208 | 193.8

Ans: [10M - Dec18]

LINEAR REGRESSION:

Refer Q2.

SUM:

Finding x"y and x? using given data
X y X"y <z |
63 127 8001 3969
% o T744) 4096
66 142 9375 4356
€9 157 10833 4761
69 162 m7a 4761
7 156 11076 5041
71 169 11999 5041
72 165 11880 5184
73 18l 13213 5329
75 208 15600 5625

Here n =10 {total number of values in eitier x or y)
C o we have wo find 3x. Ty, 3(x*y) and 3x’
Jhere, $x =sum of all x values

Sy = sum of all y values

3 (x*y) = cum of all x*y values

yx2 =sum of all x? values

=693
2y =1588
ix'y) =10896
X = 48163

Now we have to find a &b.

3= Eixy—Fx¥y
e Fxt—(Ex)?

Putting values in above equation,

_. v Handcrafted by BackkBenchers Publications Page 17 of 102
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perire——— e )

o e ponoa) speeasfinn
o (nednfnal (!

a4
1
jy w BEZALK
n
l IEnn .1.1_..|-‘I|0F"l__ll
T
b= <2066,7]
Finding bost ftting Hne
y=a'x + b
hore, o = G114
17 = =260.71
% = Unknown
Puttimg thene values i cquation of y.
y =004 " X = 200,71
Thercfore, best fitting line y = 6,14x ~ 266.71
Graph for best fitting line;
20 =
i -
100 |
160 |
fé' ::2 - [ =6.14% - 266.71 . .
z I -
160 -
140 - \ s
120 " .
1w - 4
rj"z L ?'fl "Td
hizight
% Handcrafted by BackkBenchers Publications page 18 of 102
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CHAP - 3: LEARNING WITH TREES

Q. What is decision tree? How you will choose best attribute for decision tree classifier? Give
suitable example.

Ans: [10M | Dec18]

DECISION TREE:

1. Decision tree is the most powerful and popular tool for classification and prediction.

A Decision tree is a flowchart like tree structure.

Each internal node denotes a test on an attribute.
Each branch represents an outcome of the test.
Each leaf node (terminal node) holds a class label.

Best attribute is the attribute that "best" classifies the available training examples.

N0 s NN

There are two terms one needs to be familiar with in order to define the "best”

- entropy and information gain.

8. Entropy is @ number that represents how heterogeneous a set of examples is based on their target
class.

9. Information gain, on the other hand, shows how much the entrepy of a set of examples will decrease
i a specific attribute is chosen.

10 Criteria for selecting "best" attribute-

a. Want to get smallest tree.

b. Choosing the attribute that produces purest nodes.

EXAMPLE:

Predictors Target

Decisicn Tree

Ralry hat Higa True Ha

Ovarcact Hat | Hign Fuice Toe

Swany M i High Fake Yee

2unny Cod Nermal Fakw TeE _

EBunny Cood Normial True Na i
Gversaet Cool Heamnal True Yoo n ;
Ralry ™ nd Hign Faice LE] .
Ralry Cocl Normal Fake Tee Y i—
Eunny M Nermal Fales TeE

Ralmy MEa Normnal True Yee

Oversagt I Hign Trus Yee

Crearaact Hat Hermal Faica Yeu

Bunny Mg High True Mo

Q2.  Explain procedure to construct decision tree
Ans: [5M | Deci8]

DECISION TREE:

Decision tree is the most powerful and popular tool for classification and prediction.

—

2. A Decision tree is a ilowchart like tree structure,
3. Each internal node denotes a test on an attribute.
4,

Each branch represents an outcome of the test.

¥ Handcrafted by BackkBenchers Publications Page 19 of 102
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5 Each leaf nede (terminal node) holds a class label

6. In decision tiees, for predicting a class label for a récordhwe statt froin the faot of the lhee

7. We compare the values of the root attribute with reconds atti it
On the basis of comparison, we follow the branch cotresponcing to that value and mp to the g,
node.

9. We continue comparing our record's attribute values with other intermal nodes af the trea

10. We do this companson until we reach a leat nodde with predi ted ¢ lasovalue

1. As we know how the modelled decision tree can be vsed to prediot the target Class o the value

PSEUDO CODE FOR DECISION TREE ALGORITHM;
1. Place the best attribute of the dataset at the root of the Uee

tJ

Split the training set into subsets,

3. Subsets should be made i such a way that each subset contaite data awith the =ame value for gy

attribute.
4 Repeat stepland step 2 on each subset until you find leat nodes in all the branches of the tree

CONSTRUCTION OF DECISION TREE;

|

Sunny Overeast R
Humidity Yes Wit
“I},‘h Noi n\il.l H"-“““ Wk

X Z N
bio [ ] ] [yer]

Figure 3.1 Exarmple of Decision Troe for Tennis Play
1. Figure 31shows the example of decision tree jor tennls play,
2 A tree can be "learned” by splitting the source set into subisets based onan attribote value test,
3. This process is repeated on cach derived subset in arecursive manner called recursive partitioning
4. The recursion is completed when the subset at o node all hos the same valte of the targoet vatiable, of

when splitting no longer adds value to the predictions
5 The construction of decision tree classifier does not require any domam knowledge or paramete

setting
6. Therefore is appropriate for exploratory knowledge discoviry.
7. Decision trees can handle high dimensional data,

In general decision tree classifier has good accuracy.

Decision tree induction is a typical inductive approach to lnarm knowledge on classitication

e r———— i A e TR S
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Q3. Whatare the issues in decision tree induction?
Ans: [1OM | Decl6 & May18]
ISSUES IN DECISION TREE INDUCTION:
1) Instability;
1. The reliability of the information in the decision tree depends on feeding the precise internal and
external information at the onset.
Even a small change in input data can at times, cause large changes in the tree.
3 Following things will require reconstructing the tree:
a. Changing variables.
b, Excluding duplication information,

c. Altering the sequence midway.

1) Analysis Limitations:
1. Among the major disadvantages of a decision tree analysis is its inherent limitations.
2. The major limitations include:
a. Inadequacy in applying regression and predicting continucus values.
b. Possibility of spurious relationships.
Unsuitability for estimation of tasks to predict values of a continuous attribute.

d. Difficulty in representing functions such as parity or exponential size.

1) Over fitting:
1. Over fitting happens when learning algorithm continues to develop hypothesis
Z. It reduce training set error at the cost of an increased test set error
3. How to avoid over fitting-
a. Pre-pruning: It stops growing the tree very early, befere it classifies the training set.

b. Post-pruning: It aliows tree to perfectly classify the training set and then prune the tree.

IV) Attributes with many values:
1. If attributes have a lot valuas, then the Gain could select any value for processing.

2. This reduces the accuracy for classification.

V) Handling with costs:
1. Strong quantitative and analytical knowledge required to bulld complex decision trees.

2. This raises the possibility of having to train people to complete a complex decision tree analysis.

3. The costs involved in such training makes decision tree analysis an expensive option,

VI) Unwieldy:
1. Decision trees, while providing easy to view illustrations, can also be unwieldy.

2. Even data that is perfectly divided into classes and uses only simple threshold tests may require a

large decision tree.
3, Large trees are not intelligible, and pose presentation difficulties.

4. Drawing decision trees manually usually require several re-draws owing to space constraints at some

sections
5. There is no fool proof way to precict the number of branches or spears that emit frem decisions or

sub-decisions.

¥ Handcrafted by BackkBenchers Publications Page 21 of 102
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VII)Incorporating continuous valued attribute

1. The attributes which have continuous values can't have a proper class prediction

2. For example, AGE or Temperature can have any values

e

3, There is no solution for it until a range is defined in decision tree itself.

]

VIIl) Handling examples with missing attributes values:
1. Itis possible to have missing values in training set.
2. To avoid this, most common value among examples can be selected for tuple in consideration

IX) Unable to determine depth of decision tree:
1. If the training set dees not have an end value i.e. the set is given to be continuous.

2. This can lead to an infinite decision tree building.

X) Complexity:

1. Among the major decision tree disadvantages are its complexity.

2. Decision trees are easy to use compared to other decision-making models.

3. Preparing decision trees, especially large ones with many branches, are complex and time-consum.—;
affairs.

4. Computing probabilitics of different possible branches, determining the best split of each node.

(]

Q4. For the given data determine the entropy after classification using each attribute fu
classification separately and find which attribute is best as decision attribute for the root

finding information gain with respect to entropy of Temperature as reference attribute.

Sr. No | Temperature | Wind Humidity
1 Hot Weak High

2 Hot Strong High

3 Mild Weak Norrnal
4 Cool Strong High ]
5 Cool Weadlk Normai
6 Mild Strong Norma!

7 Mild “Weak High

8 Hot Strong High

9 Mild Weak Normal
0 Hot Stiong Normal

Ans: [10M | May1g] .

First we have to find entropy of all attributes, .

1. Temperature:
There are three distinct values in Temperature which are Hot, Mild and Cool.

As there are three distinct values in reference attribute, Total information gain will be I(p, n, r).
Here, p = total count of Hot = 4
n = total count of Mild = 4
r = total count of cool =2
s=p+n+r=4+4+2=10
T
Therefore,
sl .k B Tt
p,n,r) = —;Iogz U e log- S~ 510827
—— (5]
page 22 of 102

J

Scanned by CamScanner

¥ Handcrafted by BackkBenchers Publications



chap-31 Learning with Trees W Foppartolitibnsicm
.———'_'-.__ .
= * 4 4
s 0B 0 i’z;% - -—logz
Ip, Ny 1) =1522 ... Using calculator
2. Wind:

There are two distinct values in Wind which are Strong and Weak.

As there are two distinct values in reference attribute, Total information gain will be I(p, n).
Here, p = total count of Strong = 5

n = total count of Weak =5

s=p+Nn=5+5=10

Therefore,
=_2 ;. P =
I(p, N) Slogz = — —log, -
= ——] ST
ULZ 1 08235 10
I(p, n) ) (R—— as value of p and n are same, the answer will be 1.
3. Humidity:

There are two distinct values in Humidity which are High and Normal.

As there are two distinct values in reference attribute, Total information gain will be I(p, n)
Here, p = total count of High =5

n = total count of Normal =5

s=p+n=5+5=10

Therefore,
i(p, n) =—Llog, 2 — Tlogz ]
5 5
——-Ing2 = EIU;,_,:J—
I(p, n) 1 . asvalue of pand nare same, the answer will be 1.

Now we will find best root noce using Temperature as reference attribute.

Here, reference attribute is Temperature,

There are three distinct values in Temperature which are Hot, Mild and Ccol.

a
b. Here we will find Total Information Gain for whole data using reference attribute.

As there are three distinct values in reference attribute, Total information gain will be I(p, n, ).

(o3
d. Here, p =total countof Hot= 4
n = total count of Mild = 4
¢ = total count of cool =2
s:p+n+r=4+4+2=10
Therefore,

% p_n g r
I(p, N, ) = —flogz; = 51022 = 7 log, =

page 23 of 102
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4 V 4 4 e
it ST 7010825 ~ 15 VBT,
Hps, n, 1) = 1522 ... Using calculator

Mo we el ind Infarrmation Gain, Entropy and Gain of other attributes except reference attribute

1. Wind:

Wind attnbaute have tyo distunct values which are weak and strong
We will tined infarmation gain of these distinct values as following
I, Weak =
fr = nio of Hot values related 1o weak = 1
t - no of Mild values related to weak = 3
.= noaf Cool values related to weak =1
EsprNrnREl+3+]=5
ITherefore,

ri L

. S _ P P " T
l(weak) = Hp,n o) = =~log, = = ~log, = — ~log,;

~3log. ; = Zlog; 2 — Flog, 7
. using calculator

Hfweak) = 1Hp,n ) =137 .
Il, Strong =

P no of Hot values related to strong = 3
n = no of Mild valucs related to strong =1

t = no of Cool values related to strong = 1

zp+n+n=3:1+1=5
Therefore,
Hwealk) = Ip, nrg = -—?Iugzg - L:Iulj.:_,_::- - Elugzi
I
= —=log, - = =log,- — -log, -
weak) = H{p,n, 1) = 1371 e e USING calculator
Therefore,
Wind
Distunct  values | (total related | (total related | (total related | Information Gain of value

from Wind values of Hot) values of Mild) values ot Cool) r;

b n;

H(pi, )

Weak 1 3

137

strong

1371

*» handcrafted by BackkBenchers Publica*ions
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Now we will find Entropy of Wind as rollowing,

Flangdr,
—_—

entropy of Wind = X, X 1(py,ny, 1)

pHn+y

Here, p*+n+r =total count of Hot, Mild and Cold from reference attribute =10

Pisnsr, = total count of related values from above table for distinct values in Wind attribute

I(pi,ne ) = Information gain of particular distinct value of attribute

_ Plani i for weak
R B il i

LEYh . Pivn +r for strang =
Entt’opy Of "Vlnd ptn+r x I(pi'”l' T') n —_}JT;H‘_- X "(pu“u rl)
=134 w1371 4 “:ﬂ” % 1.371
Entropy of wind =1371

Gain of wind = Total Information Gain - Entropy of wind = 1.522 - 1.371 = 0.151

2. Humidity:
Humidity attribute have two distinct values which are High and Normal
we will find information gain of these distinct values as following
i. High=
p. = no of Hot values related to High = 3
n = no of Mild values related to High =1
r.=no of Cool values related to High =1
s=Ep+tn+n=3+1+1=5
Therefore,

I(High) = I(p, n, 1) = =Elog, £ — Zlog, = — Zlog,
= _.31 1 oz 1| L llU 2
==clogy s = glogag —~;log.;

[(High) = llp, N, 1) =137 e USING caleulator
. INormal =

p = nu of Hot values related to Norral = 1

n, = ne of Mild values related to Normal = 3

r, = no of Cool values related to Normal = 1

s=p+rn+rn=1+3+1=5

Therefore,

v

- IO -4 LR MonX L%
I(Normal) =1{p,n,r) = log, e log, = Slt:-gzs

Log, = 2 logs s — Slogs s
= —=|log,—- — = oy = i
0Bz 510825 T 10823

I(weak) =lp.n, 1) =137 .o USiNg calculator

i e

|
|
i
!
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Therefore, ﬁ B
Humidity ation G
tal related | (total related | Inform Gain of vl
Distinct values | (total related | (to £ Cooll 7 1(pin,r) K
: values of Cool) 1 L tAL
from Humidity | values of Hot) values of Mild) |
. i
___'___-_-_-___“‘-'—\\
e 1 1371 -
High 3 1 e
Norma 1
—ir
Now we will find Entropy by Humidity as following, |
o _ ol Pitngeg =
Entropy of Humidity = Z'*‘T;TnTr' < 1 (pg, g, 1i) :
Here, p+ n +r = total count of Hot, Mild and Cold from reference attribute = 10
Pienger, = total count of related values from above table for distinct values in Humidity attribute
I(pi,ni, 1) = Information gain of particular distinct value of attribute
nt Humidity = Znitriiorw Plangbry forstrong o i,
Entropy of Humidity = ﬂ';:‘—m:ﬂ X 1(po,my, 1) + — "::MH_ X I(pinumi)
Entropy of Humidity = 22+1 ?0” X 1.371 + —3::1 x 1371
Entropy of Humidity =137
Gain of wind = Total Information Gain - Entropy of wind = 1.522 - 1.371 = 0,151
Gain of wind = Gain of humidity = 0.151
Here both values are same so we can take any one attribute as root node,
If they were different then we would have selected biggest value from it.
Q5. Create a decision tree for the attribute “class” using the respective values:
Cye Colour | Married | Sex Hair Length | Class |
Brown Yes Male Long Fcotball
Blue Yes Male Short Football
[ Brown Yes Male Long Football
Brown No Female Long Netball
Brown No Fermale Long Netball n
Blue No Male Long Football
Brown No Female Long Netball B
Brown No Male Short Football
Brown Yes Female Short Netball
Brown No Female Long Netball |
Blue No Male Long Football
Blue No | Male Short Football
Ans: [10M | Declﬂ

Finding total information gain I(p, n) using class attribute.

There are two distinct values in Class which are Football and Netball

Here, p =totalcount of Football=7

¥ Handcrafted by BackkBenchers Publications 26 of 102
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s=p+n=7+5=12

Therefore,
= P P ! T
I(p. 1) m—glog s = Zlogi
= J_ 5 5
= =508 1210823;
I(p, N) = 0980 ........ccosco.eec Using calculator

Now we will find Information Gain, Entropy and Gain of other attributes except reference attribute

1. EyeColour:

wind attribute have two distinct values which are Brown and Blue. We will find information gain of these

distinct values as following
. Brown=
p. = no of Football values related te weak = 3
n. = no of Netball values related to weak =5

s=p+n=3+5=8

Therefore,
I(Brown) =1(p.n) = —Llog, £ - Zlog, =
= 8 3 5 5
= ~glogzy — glogzg
I{Brown) = I{p, N} = 0.955 ... USING calculator
Il. Blue=

p. = no of Football values related to Blue = 4
n, = no of Netball values related to Blue =0
S=p+nN=4+t0=4

Therefore,

I(Blue) = I(p, n) = -—Elt}ggg - ‘;1'08:5

0

e t1oet — Ylog,
—_:10324 410g24

=0 . If anyone value is O then the answer will be O for Information gain

Therefore,
Eye Celour
Distinct values from | (total related values of | (total related values of | Information Gain of value
Eye Colour Football) Netball) I(piiny)
pl- n;
Brown 3 5 0.955
B 4 0 0
£ --‘-‘-h-—_ .
. ® Handcrafted by BackkBenchers Publications : Page 27 of 102

L S TSR T

Scanned by CamScannerb




www.To pperssmuﬁo
n

Chap - 3 | Learning with Trees —\3’5

Now we will find Entropy of Eye Colour as following,

Entropy of Eye Colour = ¥ ,p:::‘ X I(puni)

i =12
Here, p +n =total count of Football and Netball from class attribute

H 1 i eCCfD =1
Pi + n, = total count of related values from above table for distinct values in Ey ur S riby,

I(pi,n)) = Information gain of particular distinct value of attribute

. Pitn for Blue :
Pian; for Brawn % !'(P n,) of Brown + ,___;r. * ,l'(pr,:i,) of Blue

Entropy of Eye Colour =
p+n
=22 % 0.955 + = X0

Entropy of Eye Colour =0.637
Gain of Eye Colour = Total Information Gain - Entropy of Eye Colour = 0.980 - 0.637 = 0.343
2. Married:

Married attribute have two distinct values which are Yes and No. We will find information gain of tn,
distinct values as following
I Yes =
P: = ne of Football values related to yes=3
N = no of Netball values related to yes =1
=p+tn=3+1=
Therefore,

(¥es) = llp, ) = —2log, £ — Z1og,
—-__E[ E _lI 1
ey g0k

I(Ves)=p, N)=0812 .o, using calculator
LI No =
P = no of Fortball values related to No = 4
N, = no of Netbail vaiues related to No = 4
Eptrn=4+4=8
Therefore,

I(No) =I(p, n) = —~logz— - ——]og,z

By B Bo
g ob2g T l0Bag

i [ As both value are 4 which is same so answer will be 1

Therefore,
[Married

Distinct values from | (total related values of (total related values of Information Gain of value

Married Football) Netball) I(pn,)

LR
bi n;

Yes 3 1 0.812

No 4 4 1
% Handcrafted by BackkBenchers Publications Page 28 of 102
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Now we will find Entropy of Married as following,

‘ o Pis iy
EHUOFW Df M(’lfl’lﬂd i }"rl 1)1-:1 X ”'”"”f)

Here, p+ N = total count of Football and Netball from class attribute = 12

M, = total count of related values from above table for distinct values in Married attribute

I(p i) = Information gain of particular distinct value of attribute

*'Hnl lorYes
——— —

Entropy of Married = X 1(pung) of Yes + ’——F—’-i- x I(p;,n) of No

p+n

3+1 444

:? Xl’}.812+—1—2— 1

Entropy of Married = 0.938

Gain of Married = Total Information Gain - Entropy of Married = 0.980 - 0.938 = 0.042

3, Sex:
wind attribute have two distinct values which are Male and Female. We will find information gain of these
distinct values as following

. Male=

p. = no of Football values related to Male = 7

n

no of Netball values related to Male = 0
S=pt+tM=7+0=7
Therefare,

pg) = =_2 B B 1L
I(Yes) = I{p, n) slogzs sIOE"’s
AT =
T 770825 T 770823

=i B (o8 ) = o ——— using calculator
il. Female=

P

n

no of Footbhail values related to Female =0

no of Nethall values related to Female =5

S=p+n=0+5=5
Therefore,

I(No) = I(p,n) = —f-logz-:- = ;—:Iugzi—;

0 o 5 5
= b _Iuj et
5|Ug25 5 0823

= 0 v Jf DOth values are same then the answer will be 1 tor Information gain

Therefore,

= — — SIS

Distinct values from | (total related values of [ (cotal related values of | Information Gain of vaiua

Sex Football) Netball) I{pon)

™ n

"-\-‘_k‘_‘____ T

W . 5 5 = e
o ’ s s M e =

SR i
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Now we will find Entropy

= e I pni)
Football and Netball from class a

_yk F
Entropy of Sex = Xi= =
Here, p+n =total count of

Dian, = total count of relate
I

I(pi,ny) = Information gain

Pis+n; for Male

Entropy of Sex = __ij_ x I(p;,

12 12

Entropy of Sex =0

of Sex as following,

d values from above table for distin

of particular

\I\I\M\»‘V.TOp[.:lerssmuti
L]

S
\qsﬁ

ttribute =12

ct values in Sex attribute

distinct value of attribute

Pi+n; for Female _
n;) of Yes + —T x I(pi, ng) of No

=129 %0+ 22 %0

Gain of Sex = Total Information Gain - Entropy of Sex=0.880-0 = 0.980

4. Hair Length:

Hair Length attribute have two distinct values which are Long and Short. We will find information gz,

these distinct values as following

R LOng =

p. = no of Football values related to Long = 4

n, = no of Netball values related to Long = 4

SEptn=4+4=8
Therefore,

l(Long) = I(p, n) = ~Elog, 2

"

liLeng) = l{p, n) =1
Skort =

% og, 2
5 n:s

p = no of Foctball values relaied to Short =3

n. = no of Netbali values related to Short =1

5.=p.+n,=3+'| :4
Therefore,

I(Short) = I{p, n) = —§|0gg£

e e B lou 3 1[ ,
4 2 082

1o
5 082

As buth values are 4 whici is same so answer will be 1

bB&ga 4 4
=0.812
Therefore,
Hair Length
Distinct values from | (total related values of | (total rela
_ ted values of | Infor i i .
Hair length Football) Netball) e ?(am O)f e
» 11
Pi n; pue Tl
Long 4 4
Short 3 1 S pogiped
. e
ers Fublications paga 20 0i 102
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-—F'_'-_—-—-__
Now W€ will find Entropy of Hair length as following,

i — vk pHn‘
gntropy of Hair Length = e == X 1 (g, my)

Here, P*N= total count of Football and Netball from class attribute =12

pisn, = total count of related values frormn above table for distinct values in Hair Length attribute

I(pi»m:) = Information gain of particular distinct value of attribute

Pltng for Lomg

Entropy of Hair Length = —=L==28 o 1y my) of Long +

_At4

3+l
= X1+ = x 0812

R [ (pyny) of Short

pin

entropy of Hair Length = 0938

Gain of Hair Length = Total Information Gain - Entropy of Hair Length = 0980 - 0.938 = 0.042

Gain of all Attributes except class attribute,
Gain (Eye Colour) = 0.343

Gain (Married) =0.042

Gain (Sex) = 0.980

Gain {Hair Length) = 0.042

Here, Sex attribute have largest value so attribute ‘Sex' we be root node of Decision tree.

o Female

First we will yo for Male value to get its child node,
Now we have to repeat the entire process where Sex = Maje

We will take those tuples from given data which contains Male as Sex. And construct a table of those

tuples,

~ Eye Colour Married Sex Hair Length Class |

. Brown Yes Male Lorg Football
Biue Yes Male Short Football
Brown Yes Male Long Football |
Blue No Male Long Football
Brown No Male Short Football
Blue No Male Long Football |
Blue No Male Short Football

Here we can see that Football is the only one value of class which is related to Male value of Sex class.

“0we can say that all Male plays Football.

Now we will go for Female value to get its child node,

We will take those tuples from given data which contains Female as Sex. And construct a table of those
Wplag
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w\f'u'\i'\f\f-TfJl3'F’er5"'5€JIuti‘-_,ns

_——

e
i Sex Hair Length Class
Eye Colour Married A —
Brown No Female Long
Netball
Brown No Female Long -
etball
Brown No Female Long N
; ball
Brown Yes Female Shoit Net
al
Brown No Female Long Netball Il

o value of § 3se
Here we can see that Netball is the only one value of class which is related to Female €X clagg

So we can say that all Female plays Netball.

So Final Decision Tree will be as following

—

v o
.. T
'
Eye | Married | Sex Hair Class
Colaur Length Eye -‘Marrled Sex Hair Class
Brown Yes Male | Long | Foolball Colour Length
Blue Yes Male | Short footi:r;"_ Brown No Female | Long | Netball
| Brown | vaes Male | Long | Feotball Brown| Nao Female | Long | Metkall
Blue No Male | Long | Foolball Brown| No Female | Long | Nethall
Brown No Male | Short | Football | Brown Yes Female | Shert | Netball
Blue No Male | Long | Football Brown No Female | long | Netball
| Blue MNo Male | short | Football
(_ Football )

Q6. For the given data determine the entropy after classification using each attiribute fo
classification separately and find which attribute is best as decision attricute for the root by
finding information gain with respect to entropy of Temperature as reference attribute.

Sr.No | Temperature Wind Humidity
T Hot Weak Normal
2 Hot Strong High
3 Mild Weak Normal
4 Mild Strong High
] Coal Weak Normal
6 Mild Strong ‘Normal
7 Mild Weak High
8 Hot Strong Normal
9 Mild Strong Normal |
10 Cool Strong Normal
Ans: [1OM | May1é!
® Handcrafted by BackkBenchers Publications page 320f 102
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cha
-—'_""—'-_‘_—__
st we have to find entropy of all attributes,

Fir
1 I_g;_r_BEELEMQE

There are three distinct values in Temperature which are Hot, Mild and Cool

As there are three distinct values in reference attribute, Total information gain will be Hp, ., 7]
Here, p = total count of Hot = 3

n = total count of Mild =5

r = total count of cool = 2

S;p+n+(:3+5+2:‘|0

Therefore,
oy » b2l n
Ip,n,7r) = *;’1082; - '_:I“gz% — -log,-
= _ 5 3 _ 5 5 2 2
- 1010g2 10 wIDgZ?E - Ta]“glﬁ
I{p, n, 1) = 1486 .......... ........... USINg calculator
2. Wind:

There are two distinct values in Wind which are Strong and Weak,

As there are two distinct values in reference attribute, Total information gain will be I{p, n)
Here, p = total count of Strong = 6

n = total count of Weak =4

s=p+n=6+4=70

Therefore,
=_P ! A n
(o, n) == logg -~ Tlogy =
=_5 L Sl
- _Emgz 10 10 log. 10
I(p, n) = 0.971 ..coocessenennenne. @5 Value of pand n are same, the answer will be 1

3. Humidity:
There are two distinct values in Humidity which are High and Normal.
As there are two distinct values in reference attribute, Total information gain will be I(p, n).
Here, p = total count of High =3
N = total count of Normal =7
S=p+n=3+7=10
Therefore,

n n

I(p, n) = —Elong - clogz 5
3 3 7 1 7
s = = =log,—
m]()gz o 1006270

(P, n) = 0.882 ... @8 value of pand n are same, the answer will be 1.

. "‘“~—~____ I S0, il ot S g
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rature as reference attribute.

Now we will find best root node using Tempe
Here, reference attribute is Temperature. e
ich are b ild and Cool.
There are three distinct values in Temperature which are Hot, Mil -
al information gain will be I(p, n, r)

As there are three distinct values in reference attribute, Tot

Here, p = total count of Hot = 3
N = total count of Mild =5
r = total count of cool = 2
SEp+n+r=3+5+2=10

Therefore,
i

5

P, 1) = —Zlog, ” — log, 2 - Llog,

5

s 3 3 5 2 2
= ——lop,— - =g, — = = 7 P
10 08275 10 P27 w]m"*'ln

PN, 1) =1.486 ., using calculator

Now we will find Information Gain, Entropy and Gain of other attributes except reference attribute

1. Wind:
Wind attribute have two distinct values which are weak and strong.
We will find information gain of these distinct values as following
l. Weak=
p. = no of Hot values related to weak = 1
ni = no of Mild values related to weak = 2
ri = no of Cool values related to weak =1
SEp+tM+n=1+2+1=4
Therefore,

I(weak) =g, n, r) = —Zlog, £ - %lugzg - flnng

I(weak} =I(p, n, r) = 1.5....ceeeeeneee... USINg calculator
Il. Strong=

p: = no of Hot values related to strong = 2

n, = no of Mild values related to strong =3

ri = no of Cool values related to strong = 1

5|=p|+n|+T|:2+3+]=6

Therefore,
liweak) =I(p, n, r) = —log, ~ -- sﬁlﬂng ~ ~log,
_ 2 2 3 i 1
= T5logeg — Glog — loge g
l{weak) =I(p, N, r) =1.460.......... using calculator -
Page 34 of 10
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rherefcl’(’.

l
it

rﬁnd
Distinct values

from Wind

(total related
values of Hot)

n;
J‘l

(total related
values of Mild)

n;

(total related

values of Ceol) 1y

Information Gain of value |

H(p,nen)d

T T
Weak

1

2

strong

2

=

now we will find Entropy of Wind as following,

entropy of Wind = Zjﬂ"‘;‘;:"_.

Here, p*n+r=totalcount of Hot, Mild and Cold from reference attribute = 10

pru+r

X1 (p.n,r)

Pon,er, = tOtal count of related values from above table for distinct values in Wind attribute

I{p,.m..m2) = Information gain of particular distinct value of attribute

Entropy of Wind

entropy of wind

- 5'1-11'-"' for weak
e, pebiabob B LB gl

Pener pEIET
5 4 = 2341

RS WS 2¢ 11460

=1.476

XHpongr) +

—

Plan +r forstrong
] £ Bt bl

x (pinri)

Gain of wind = Entropy of Reference - Entropy of wind = 1486 - 1476 = 0.01

2. Humidity:

Humidity attribute have two distinct values which are High and Normal.

We will find information gain of these distinct values as following

l.  High=

p. = no of Hot values related to High =1

n = no of Miid values related to High = 2

r = no of Cool values related to High = G

s=p+n+rn=1+2+0=3

Therefore,

IiHigh) = l{p, n, r) = —-Elogzrf - i:-iug;,i" - Elngzz

r

1 1 2 2 1] o
R VR ) [y . L.
slogz; — Flogz5 — Flowz,

I(High) = I(p. n, 1) = 0.919

II. Normal=

1

&

no of Hot values related to Normal = 2

n = no of Mild values related to Normal =3

r = no of Cool values related to Normal =2

5|:p+r1l+r‘:2+3+2=7

using calculator

Therefore,
n n ¥ T
I(Normal) =1(p, n, 1) = —Zloga® — Tlogz T — Slog, -
2 z 2
= —Elogg§ o= glogzi— = ;]ogz;
Hweak) = 1(p, M, 1) = 1557w USING calculator
H‘ﬁ_ﬂ____-_

¥ Handerafted by BackikBenchers Fublications

Page 35 of 102

Scanned by CamScanner



www.TOPPE"SSO!utiQns

Chap - 3 | Learning with Trees M
C
Therefore, ///,”_—\ =

Humidit = i :
Distinct yvalues (total related | (total related | (total reared m@:
I e — values of Mild) values of Cool) r; (pungry)
) n; = s
o : > o 0.919 ]
Normal 2 3 i_______________i
ot
Now we will find Entropy by Humidity as following, 1
Entropy of Humidity = 3¥, p—;}%—'? x I(pi,ni 1) A

Here, p+n +r = total count of Hot, Mild and Cold from reference attribute =10 ¢

Pisn,sr, = total count of related values from above table for distinct values in Humidity attribute

i(pi,ni 1) = Information gain of particular distinct value of attribute

?’i{nn! tr, forweak Pi +ng by forstrong x ‘..(pl’ nl_‘ l"{)

Entropy of Humidity = x I1(punpn) +

pn+r ptndr
1+2+0 24342

Entropy of Humidity = = WL e 1.557

Entropy of Humidity = 1.366

Gain of wind = Entropy of Reference - Entropy of wind = 1486 - 1.366 = 0.12
Gain of wind = 0.01
Gain of humidity = 0.12

Here value of Gain(Humidity) is biggest so we will take Humidity attribute as root node.

Q7. For a SunBurn dataset given below, construct a decision tree.

Name Hair [ Height Weight Location Class
Sunita B!ﬁe_" Avcragé Light No Yes
Anita Blonde Tall Average Yes No
Kavita Brown Short Average Yes No
Sushma Blonde Short Average No Yes
Xavier Red " Average Heavy No Ves
Balaji Brown Tall Heavy No No
| Ramesh Brown Average Heavy No e
Swetha Blonde Short Light Yes No

el [10M - May17 & May'®
First ve will find entropy of Class attribute as following,
There are two distinct values in Class which are Yes and No.
Here, p = totalcountofYes=5
n = total count ot No=3
s=p+n=5+3=8

Therefore,

- 1 Handcrafted by BackkBenchers Putlications HagieiAC s .
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= —Plog,® — Mog, ™
'{p‘n} ——Slngzs SI[)gZS

= SIQ 5 3|0' 3
=—§'0825 T 30823

(1o ) I 2= L1 R— using calculator

Now we will find Information Gain, Entropy and Gain of other attributes except reference attribute

1. Hair:
Wwind attribute have three distinct values which are Blonde, Brown and Red. We will find information gain
of these distinct values as following

I. Blonde =

1]

p = no of Yes values related to Rlonde = 2

n = no of No values related to Blonde = 2
=Rt N=2+42=4

“herefore,

e — e P T
(Blonde) =1(p.n) = —Zlog, 2 - Zlog, =

'iBlande) = I(p, N) = T i as value of p and n is same, so answer will be 1
1. Hrown =
© = no of Yes values related to Brown =0
= no of No values related to Brown =2

SEpP+1y=0+2=2

Therefore,
r. n
Hidlae) = lp, n) = —;—flcgzg - f'UE::j
_ 2 2 _ %00, °
= —3loge; — ;logz;
=0 s e If @Nyone value is O then the answer will be O for Information aain
. Reds=

p. = no of Yes values related to Ped =1
n. = no of No values related to Red = 0
S=pi+n=1+0=2

Therefore,

lBlue) = I(p, n) = —%Iong - E]ugzg

If anyone value is O then the answer will be O for Information gain

""--._____—_ _
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Therefore,
____.—-—-—'—'_________ x
e i G X
on Gain
Distinct values from | (total related values of (total related values of | Informati oy Hsf Valya ™
Eye Colour Football) Netball)
Pi i
| ___-_-—“‘—"“\
] :

Blonde 2 2

Brown > 0 0 _;

Red 1 0 0]

Now we will find Entropy of Hair as following,

Entropy of Hair = $¥ | ;::::‘ x I(py, ;)

Here, p+n =total count of Yes and No from class attribute = 8
p + n; = total count of related values from above table for distinct values in Hair attributae

I(pi,n) = Information gain of particular distinct value of attribute

: P . Pi+n; for Brown Pisn forp,
Entropy of Eye Colour = ZRIZR0t gy, ) of Blonde + === X A (pymy) of Brown + —=E%

p+n

Hpingiof Red
2+2 2+0

=R><2+ﬁ

Entropy of Hair =05

X0+ 2 %0
8

Gain of Hair = Entropy of Class - Entropy of Hair = 0.955 - 0.5 = 0.455

2. Height:
Height attribute have three distinct values which are Average, Tall and Short. We will find informati:

gain of these distinct values as following

I. Tall=
p = no of Yes values reiated to Tall= 0

n, = no of No values related to Tall = 2
S=p+tN=0+2=2
Therefore,

= -_F B o Mog Bt
I{Averace) = I(p, n) = : log, g log, =

I(Average) = 1{p, N) =0 ..o [ @NY Value from p and nis 0 then answer will be O
Il. Average=

p. = no of Yes values related to Average = 2

n = no of No values related to Average =1

s =p+ni=2+1=3

Therefore,

n

I{Average) = I{p, n) = —glong - Elagzz

2 2 1 1
= —=log,= — -log, -
310827 — 5108,

=0.919
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p = noof Yes values related ¢
n = no of No values u,l-nd;«
5‘-'-}3'*‘-"?;:‘1*2:3

Therefore

ishort) =lip.n) = —-[‘W,I = __lm,‘:
1 X .
= —;Idg:g — ;[L}g:?
=0912
Therefore,
aight ]
'_'_._---_-_ (S I - —zF - - =
| Distinct ValiES st | (total related v alues of | (total related values of | Information Gain cf value
i'" 13h" YE‘S} 1 \}0] ’{p“n:j
| I P ‘ n
1 ll ¢
}>_-1ﬁ | 0 1' 2 0
EE | 1 0919 ;
b K |2 0919

NOW we \"\."l!] finc thtro[}\ of }—{__'ll iht as fCIIO".\'i!"lC]_

Entropy of Height = T | '":‘ X I(p;, 1)

Here, p+ n=total count of Yes and No from class attribute = 8
po+ n = total count of related values from abeove table for distinct values in Height attribute

I(p,.ny) = Information gain of particular distinct value of attribute

= < Pisn, forTaill Pian, 1 ; .
Entropy  of Height= —2= xI(pun)of Tall + —2L299¢ o 1y n ) of Average + Lonuforshor:
pen p+n AT ge - Bdn

(r.1,) of Short

-°—;: x0+—L xqu+— X (.919

“tropy of Height = 0.690
sn of Height = Entropy of Class - Entropy of Height = 0.955 - 0.690 = 0.265
3. Weight:

Weight attribute have three distinct values which are Heavy, Average and Light. We will find information

rm

‘e

83in of these distinct values as following
L Heavy =
p. = no of Yes values related to Heavy =1
n. = no of No values related to Heavy = 2
=pi+n=1+2=3
Therefore,

i n
l(Average) = I(p, n) = J—:Iag:f = E'“gi';

1 10 2 2
= —;Ioggg - ]0823

I(Average) = I(p, n) = 0.919
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. Average =
P no of Yes values related to Average = 1
M= No of No values related to Average = 2
SEPtN=)+2=3
Iherefore,
HAverage) = |(p, n) = _fk’l{zlE s ’:'1(,;:2;:.
= = Hlogy - = Z1op, 2
=0.919
HL  Light =
P = no of Yes values related to Light =1
= no of Novalues related to Light =1
SIEptm=l+)=2
Iherefore,

I(Light)

| =—Plgp 2 _ 2 4.
(P.n) =~ Zlog, 5= logy=

; 1| ; 1 I' |
: 0823 ~ zloga;

\:{t"

=1 e AS value of p and n are same, so answer will be 1

Therefore,

Distinct values from | (total related values of

Weight Yas) No)

]

(total related values of

n,

Information Gain of value

ffpf,n;)

Heavy ] 2

AV{TF-(‘IC] e ] 1 2

0.919

Light , [ 1

0.919

! Now we will find Entropy of Weight as following,

Pitn;

Entropy of Weight = ¥ | . I(piny)

Pi+n; for Heary

| Entropy of Height=

p+n
I(pi, ) of Light
=22 x 0919 + == x 0919 + % X1

Entropy of Height =094

Here, p+ n =totalcount of Yes and No from class attribute = 8

I(piny) = Information gain of particular distinct value of attribute

X I(pisn;) of Heavy + Zimordrerage

p + ny = total count of related values from above table for distinct values in Weight attribute

Pi+n; forLight
i X I(pi.n) of Average + Zinifertisht

Gain of Height = Entropy of Class - Entropy of Height = 0.955 - 094 = 0.015

p+n
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Location attribute have two distinct values which are Yes and No. We will find information gain of these
distinct values as following

. Yes=
p = no of Yes values related to Yes = o
n = no of No values related to Yes = 3
5=p+nN=0+3=3
Therefore,

82

I(Average) = I(p, n) = —f'ﬂgzﬁ - %m

L3

_ 0 0 3 3
= —=]op., - — = e
30823 ~ 3log, 3

lAverage) = 1(p, n) = 0.................... if any one value from p and nis O then answer will be O
II. No=

p. = no of Yes values related to No = 3

n. = no of No values related to iNo = 2

S=p+n=3+2=5§

Therefore,

I(Average) = I(p, n) = —Elog, £ — ;1“};:2
3 5

5

= 2100 sl s
510825 =Bz 3

= 0.971

Therefore,

ILocation

Distinct values from | (total related values of | (total related values of | Information Gain of value E
Lccation ves) No) Hps i)
. n; |
Yos_ 0 BE
e 3 2 0971

Now we will find Entropy of Location as following,

Pitny

“ntropy of Location = Zf:l‘;? x1(pin)

Here, p + n = total count of Yes and No from class attribute = 8
p.+ m, = total count of related values from above table for distinct values in Location attribute
i i =

I(p,,n,) = Information gain of particular distinct value of attribute
[

Pi+ny forNo

e x 1(p;,n;) of No

" Pisn for¥es o -
Entropy of Location = *L;,T;___ x I(piny) of Yes +

3+2

=23 x0+ — X0971
Enthpy of Height = 0.607

S3in of Height = Entropy of Class - ENtropy of iHeiaht = 0.955 - 0.607 = 0.348
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Here,

Gain (Hair) = 0.455
Cain (Height) = 0265
Gain {Weight) = 0.015

Cain (Location) = 0348
: i ; s rool nocde
i > Hair attribute as 2,
Here, we can see that Gain of Hair attribute is highest Sowe will take H

; o . 3 = = nc
Now we will construct a table for each distinct value of Hair attribute as following,

Bionde -

Name Height [ Weight Location Class .
Sunita Aversge Light No Yes |
Anita Tall Average Yes No r
Sushma Short Average No Yes
Swetha Short Light Yes No
Browr; -
Name Height Weight Location Class
‘Kavita Short Average Yes Ne
IT‘E‘Kala,ii Tall Heavy No No
Ramesh Average Heavy No No
L —_ =]
Red -
Name Height Weight Location Class
Xavier Average Heavy No Ve
_ |

As we can see that for table of brown values, class value is No for all data tuples ang same fer table of Re
", A= "

values where class value is Yes for all data tuples.

So we will expand the node of Blonde value in decision tree.

We will now use following table which we have constructed

Name Height Weight Location Class

Sunita Average Light T\f{,““-—-b————v—cg——_____ﬂ__
Anita Tall Average WEIQB_—_‘M
Sushma Short Average *1\]?;‘___“—-“——-?;‘—§——___—-——a
Swetha Short _LEE?‘__"‘“‘T&‘—‘-—*—-—___—E?___M

above for Blonde value,

% Handcrafted by BackkBenchers ph‘/-
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Now we Will find Entropy of class attribyte again as following,

There are two distinct values in Class which are Yes and No.
Here, p = total count of Yes = 2

n = total count of No = 2

c=p+n=2+2=4

Therefore,

l“l‘;

Ly

'.-‘t-]”[:_.: - _‘

((p.n) = Vs Asvalue of pand n are same, so answer will be 1
Now we will find Information Gain, Entropy and Gain of other attributes except reference attribute

1. Height:
Hewght attribute have three distinet values which are Average, Tall and Shert, We will find information
gain of these distinet values as following
. Tall=
p = no of Yes values related to Tall = 0
n = no of No values related to Tall =1
SEp.+N=0+1=]
Therefore,
P n

I{Tall) = I{p. n} = -f‘ilng’.- = :_1’“?‘::

5

nl C I]n 1
= - =lon., - — = lop, -
1 By 1 l""l

sl P n) =0 - e e M any value from p and nis ¢ then answer will be 0

Il.  Average =

p = no of Yes values related tc Average = 1
n = no of No values related to Average = 0
=P rr“‘:if[):‘l
! Therefore,
n

A = "—!:]()I .‘:—Elgn_,_
lAverage) = I(p,n) = —<logz T — 710827

1 19y 9
— 1) o “.0,1
- l]Uz-’zi 1 62 1

=0 .. If anyvalue from pandn is O then answer will be 0

M. Short =
p = no of Yes values related to Short =1
n = no of No values related to Red =1
S=p+m=1+1=2

Therefore,

e —
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T ey

’{Short) = ”pr n) = _EIUQQE - Eloggf

= 1 11 1
= zloggz 2[0g25

=T i mmemmermons As value of p and n are same, answer will be 1
Therefore,
Height
Distinct values from | (total related values of | (total related values of | Information Gain of value
Height Yes) No) I(piiny)
Pi g
Tall 0 1 0
Average 1 0 0
Short ] 1 1

Now we will find Entropy of Height as following,

Entropy of Height = % 2% « 1, n))

p+n
Here, p+n=total countof Yes and No from class attribute = 4
p,+ n, = total count of related values from above table for distinct values in Height attribute

[{(p;, ;) = Information gain of particular distinct value of attribute

. v for Tall & P rAv ;] art
Entropy of Height= -L’-fm—-— x I(pyny) of Tall + _*"JT%& X I(piny) of Average + m..,;::n .
P

1(p;.ny) of Short

=22 X0+ = x 0+ == x1
4 4 4

Entropy of Height = 0.5
Gain of Height = Entropy cf Class - Entropy of Height =1-05= 0.5

2. Weight:
weight attribute have three distinct valuzs which are Heavy, Average and Light. We wili find informatic
gain of these distinct values as foilowing

L Heavy =
p. = no of Yes values related to Heavy = O

n. = no of No values related to Heavy = 0
s=p+n=0+0=0

Therefore,

I{(Heavy) = I(p,n) = —’—:lung - Elagzg

ER1 [0 o) [l IR Asvalue of pand n are 0.

1. Average =
p. = no of Yes values related to Average =1

n, = no of No values related to Average =1

sl:p.'l-r'h:-l +1=2
Therefare,

—
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s 1 1 1
=~ =log;= = zlog, -

ra

e @S Value of p and n are same.

p. = NO of Yes values related to Light =1
ni = no of No values related to Light =1
S{an* nr:]+]:2

Therefore,
| = = P B
I(Light) = I(p, n) = —>log, : :]‘,g:E
= s AS Value of p and n are same, so answer will be 1
Therefore,
Weight —
Distinct values from | (total related values of | (total related values of | Information Gain of value
Weight l Yes) No) 1ang
; M n
Heavy |0 0 =
Average 1 1 1

Now we will fina Entropy of Weight as following,
" ; TR -
Entropy of Weight = S l?‘::—:ﬁ x I, ng)

Here, m + n = tocal count of Yes and iNo from class attribute = 8
.+ n; =towal count of related values from above table for distinct values in Weight attiibute
] i
I(p;,ny) = Information gain of particular distinct vaiue of attribute
is

" Pivn for dverage " Pisn, for Light
y F forHeavy ; ¥ RE ! B e bl A . . - i a
Entropy of Weight= j"l_p::___ x [ (py, ) of Heavy + e x I(pi,n) of Average + %

l(p.n) of Light
i+1

1
_ 040 xt)+l;— TR x1

Entrepy of Weight =1

Gain of Weight = Entropy of Class - ENtropy of weight=1-1=0

3. Location:

Lecation attribute have two distinct values which are Yes and No. We will find information gain of these

distinct values as foliowing

l L Yes -
I P. = no of Ye
N, = no of No values related to Yes =

s values related toYes = 0
2

Si=p,+ni:0+2=2
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Therefore, —
" og, - ve!
I{Yes) = I{p, n) = Hglugz—:: — ~logz
= —Zlog, 3 - -;-lngzg (ompand N is 0 then answer will be g
H(YES) = 1, M) = 0 s If ANY ONE value It
. No = Mt
P, = no of Yes values related to No =2
n. = no of No values related to No =0
SEpt+thi=2+0=2
Therefore,
I(No) = 1(p, n) = —Elugzg - '31082'2‘ 3
fi
— _|0g23 _‘D‘IUHZE | 3
=0 e 2 _______ z if a;y one value from p and n is O then answer will be O
Therefore, |
Location
Distinct values from | (total related values of | (total related values of | Information Gain of valu:
Location Yes) Na) I(p;,n,)
Pi n;
Yes 0
No 2 0

Now we will find Entropy cf Location as following,

Entropy of Location = ¥k, —

i=1 0 X 1(pyny)

Here, p + n = total count of Yes and No from class attribute = 4

pi + n; = total count of related values from above table for distinct values in Location attribute

I(v;,m;) = Information gain of particular distinct value of attribute

Pitn; for Yes Piss.
— X Ip;n) of Ye +ili for No
p+n Pi.n) of Yes + -__IT 3 !(Pii”i) of No
= ﬂ x 0+ “_D. ® D

4 4

Entropy of Location =

Entropy of Location =0

Gain of Location = Entropy of Class - Entropy of Location =7 - g = ]

Here,
Gain (Height) = 0.5
Gain (Weight) =0

Gain (Location) =1

As Gain cf location is largest value, we will take |gens:
QcCation attri
ibute

; as splittj
Now we will construct a table for each distinet value of plitting node.
- O Locatijg
n

attribute ag following,
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Yes -
Name Feight
s | Tan =
Soethr e
No -
Name | Hewaht
Tone | Awoage
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Wz:lqi{i U Location

Average Yes
Light Yes

{ Class '
= Pty "'
' Mo i
— E—— )
P MNO
S —

Weight Locatian

e - | SRS SRS
Light No E Yes
Average [ Mo e

As we can see that class value for Yos (Location) is No and No{Location) i5 Yes. There 15 no need to do

further classification.

The final Decision tree will be as following

—

Plande
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Q.
Q2.

—_—

CHAP - 4: SUPPORT VECTOR MACHINES

What are the key terminologies of Suppert Vector Machine?

What is SVM? Explain the following terms: hyperplane, separating hyperplane, margin ;..
support vectors with suitable example.

Q3. Explain the key terminologies of Support Vector Machine
Ans:

SUPPORT VECTOR MACHINE:

[5M | May16, Decl6 & Mayy,

1. Asupport vector machine is a supervised learning algorithm that sorts data into two categories

2. Asupport vector machine is slse known as a support vector network (SVN).

3. ltistrained with a series of data already classified into two categories, building the modelas it is init 2
rained.

4. An SV cutputs 2 map of the sorted data with the margins between the two as far apart as possigls
SVMs are used in text categorization, image classification, handwriting recognition and in tr
sciernces.

HYPERPLANE:

1. Ahyperplane is a generalization of a plane.

SVMs are based on the idez of finding a hyperplane that best divides a dataset into two classes/group:
Figure 4.1 shows the example of hyperplane.
. ’
8
H
e reres
Ficure 4 Example of hyperplane.

4. As a simple example, for a classification task with only two features as shown in figure 41, you €27
think of A hyperplane as a line that linearly sepaiates and classifies a set of data.

5,

When new testing data is added, whatever side of the hyperplane it lands will decide the class tha!

we assign toit.

SEPARATING HYPERPLANE:

1. From figure 41, we can see that it is possible to separate the data.
We can use a line to separate the data.
All the data points representing men will be above the line.
4. Allthe data points representing women will be below the line.
5. Swuch a line is called a separating hyperplane.
MARGIN:
1. A margin is a separation of line to the closesr ciass points,
2. The margin is calculated as the perpendicular distance from the line to only the closest points
Bl —— i F
. .. 102 | -
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3. Agood margin is one where this separation is larger for both the class

4. Agood margin allows the points to be in their respective classes without crossing to other class

5.

The more width of margin is there, the more optimal hyperplane we get.

sUPPORT VECTORS:

2

Nt

The vectors (cases) that define the hyperplane are the support vectors,
Vectors are separated using hyperplane,

Vectors are mostly from a group which is classified using hyperplane.
Figure 4.2 shows the example of Support vectors,

X

Support Vectars

-"._.:: -------------- '-'

Margin
VWidth

Figure 4 2 Exarnple of suppaort vectors.

Q_4.‘ Define Support Vector Machine (SVM) and further explain the maximum margin linear

separators concept.

Ans: [1TOM | Dec17]

SUPPORT VECTOR MACHINE:

1

-

3

A support vector machine is a supervised learning algorithm that sorts data into two categories.

A support vectcr machine is a2lso known as a support vector network (SVN),

Itistrained with a series of date already classified into two categories, building the rmodel as it is initially
trained.

An SVM outputs a map of the sorted data with the margins between the two as far apart as possible,
SVMs are used in text categorization, image classification, handwriting recognition and in the

SCiences.

\&IM&L_M_ARNN CLASSIFIER/SEPARATOR:

1

[ P A )

The Maximal- -Margin Classifier is a hypothetical classifier that best explains how SVM works in practice.
The numeric input variables (x) in your data (the columns) form an n-dimensional space,

For example, if you had two input variables, this would form a two-dimensional space.

Ahyperplane is a line that splits the input variable space.

In'SvM, 3 hyperplane is selected to best separate the points in the input variable space by their class,
¢ither class 0 or class 1.

In tyy -dimensions you can visualize this as a line and let's assume that all of our input points can be

etely separated by this iine.
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o Lo aaaplo o (1R PR =0

W hetss e coefthofots (8 aned 1) that determine (he slope of the ine and thentercept (B.) are fo,,
by U Jesat g alosstithin, aned =g aned ata the twao Input variables

A YOt can toabe clsstications s Hhis line

10, Hy Pl iy ot valtes into the Jine equation, yarnear s aleulate whether a NEW POIRE IS aboy,
Lo Ehe [ipye

I ABove the line, the ecuation returms o valte greater than O and the point belanags to the et clas,

1 Deloww e Hie, the ocuiation returng a value fess than 0 ancl the: point helongs to the second clase

15 Avalue close o the e retuames o value close to zero and the paint may be difficult to classify

e Uy pnvsro oo af the valuier b laroges, the pooced poey have more confidence in the prediction

N The distance Detyesen the ine aned The closest data paints 1s reterred to as the rmargin

[ e et ar oprtina b Tine that can sespatate the Iwa classes s the line that as the largest margin

I/ i i callod the Maximal-Margin hyperplane

W The matgin s calealated as the perpendicular distance from the line to only the closest ponts

19 Only these points are relevant in detining the line and in the construction of the classifier

20, These points are called the support vectors,

S Thesy sappont ar detipes the by pespalare,

22 The hyporplane s learned from tralning data using an optirmization procedure that rmaxirnizes

ol

» N
hyparplana

Flgure a4 Maxirnumonargin inear separators concept,

B —— T ——————— e L e e e

Q5. what is Support Vector Machine (SVM)? How to compute the margin?
Q6. What is the goal of the Support Vector Machine (SVM)? How to compute the margin?

Ans: [1OM | May17 & May18]

SUPPORT VECTOR MACHINE:
Hefer Q4 (OVM Part)

MARGIN;

1. Amargin is aseparation of line to the closest clats points

2. Tha margin s ealeulated as the perpendicular distance from the line to only the closest points,

3 A good margin is one where this separation s larcger for both the classes,

4. A good marginallows the points to be in thel respective classes without crossing to other class i‘

5 The more width of margin s thare, the more optimal hyperplane we get,
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MPLE FOR HOW TO FIND MARGIN:

~nsider buildin SVM oy i ; i i
C,r_.éef b g an SVM over the {very little) data =2t shown in figure 4.4 for an example like this

R
o ! ®
1 2
Figure d& 4

The maximum margin weight vector will be carallel to the shortest line connecting points of the two

7. Tne opuimal decisicn surface is ort hegonal to that line and intersects it at the halfway point.

Led

Therefore, it passes through. So, the SVM decisicn boundary is:

¥y=12x1+2x—55
4 Working algebraicaily, with the standard constraint that, we seek to minimize.

Eanroens whoen *hic - T
sppens when this constraint is satisfied with equality by the two support vectors.

& Further we know that the solution is for some
7 Sow=have that
ﬂ’-’-?.ﬂ"?' = —1
2a+6a+b = 1
&8 Trerefore 3=2/5 and b=-11/5.
3. Sothe optimal hyperplane i1s given by
@ = (2/5,4/5)
Anc b = -1/5

he nargin boundary IS

2/1@] = 2/ V4725 +16/25 = 2/(2V5/5) = /5

. The answer can be confirmed aecmetrically by examining figure 4.4.

—— —— imm——

Q7.  Write short note on - Soft margin SVM

Ans: [1OM | Dec18]

&
MARGIN SVM:

I gas margin is extended version
< Hard margin given by Boser el al 1592 in COLT and soft margin given by Vapnik et al. 1995,

of hard margin SVM.

3 Harg margin SWYM can work only when data is completely linearly separable without any errors (noise

or outlers).

In cace of errors either the margin is smaller or hard margin SVM fails.

Cn the other hand soft margin SVM was proposed by Vapnik tw solve this problem by introducing

;N .
‘ Sack vanables.
s S
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: i o e
since Soft margin is extended version of hard margin 5V sq e,

o

Ao for astheir usage is concerned
Soft rmargin SVM.

7 The allowance of softness in margins (i.e. a low cost setting) allows for errors to be made while fiy,
the rnodel (support vectors) to the training/discovery data set.

Conversely, hard margins will result in fitting of a model that allows zero errors.

[Se

Sernetimes it can be helpful to allow for errors in the training set.

Q)

10. 1t ray produce a more generalizable model when applied to new datasets,

Il Forcing rigid margins can result in a model that performs perfectly in the training set, but is pos by
over-fit [less generalizable when applied to a new dataset.

12 ldentifjing the best settings for 'cost' is probably related to the specific data set you are working v,

13, Currently, there aren't many good solutions for simultaneously optirizing cost, features, and ke,
pararneters (if using a non-linear kernel).

4. In both the soft margin and hard margin case we are maximizing the margin between suppe-

.

2||wl|*

vectors, Le. minirmizing

15 1n soft rhargin case, we let our model aive some relaxation to few points.

16 If we consider these points our margin might reduce significantly and our decision boundary will ¢
poorer

17 S instead of considering them as support vectors we consider them as error points.

5 And we give certain penalty for them which is proportional to the amount by which each data poir
s violating the hard constraint.

i Slack vanables £ can be added to allow misclassification of difficult or noisy examples.

200 This vanables represent the deviation of the examples from the margin.

Z1. Doing thiswe are relaxing the margin, we are using a sctt margin.

-

Q8. VWhat is Kernel? How kernel can be used with SVM to classify non-linearly separable data’

Also, list standard kernel functions.

Ans: roM | Maylé)

KERNEL:
1 A kernelis a similarity function.

SYM algerithirns use a set of mathematical functions that are defined as the kernel.

N

The function of kernel is to take data as input and transform it into the required form.

b

4. It s a function that you provide to a machine learning algorithm.
5 It takes two inputs and spits out how similar they are.
& Different 5VM algorithms use different types of kernel functions.

7. For exarnple linear, nonlinear, polynomial, radial basis function (RBF). and sigmoid.

EXAMPLE _ON_EXPLAINING HOW KERNEL CAN BE USED FOR_ CLASSIFYING NON_-LLNEAEL!.'
SEPARABLE DATA: :
1. To predict if a dog is a particular breed, we load in millions of dog information/propertics like typt

heigght, skin colour, body hair length etc.

I

it ————
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2. InML language, these Properties are referred to S Wi

Asingie entryofth i . ) o o
3. 9 Y ese list of features is a data instance while the collection of everything is the Training

Data which forms the basis of your prediction

. le. if you know the skij .
& w the skin colour, body hair length, height and so on of a particular dog, then you can

predict the breed it will probably b6|0ng to.

5 Insupport vector machines, it looks somewhat like shown in figure 4.5 which separates the blue balls
from red.

Figure 4.5

6 Therefore the hyperplane of a two dimensional space below is a one dimensional line dividing the red
and blue dots

7 From the example above of trying to predict the breed of a particular dog, it goes like this:

8 Uata (all breeds of dog) + Features (skin colour, hair etc.) » Learning algorithm

9 Ifwe want to solve following example in Linear manner then it is not possible to separate by straight

I'ne as we did in above steps

Figure 4.6

10 The red and blue balls cannot be separated by @ straight line as they are randoimiy distributed.

1. Here comas Kernel in picture.

12 In machine iearning a “kernel” is usually used to refer to the kernel trick, a method of using a linear
classifier 12 solve & non-linear problem,

13 It entails transforming linearly inseparable data like (Figure 4.6) to linearly separable ones (Figure 4.5).

4 The kernel function is what is applied on each data instance to map the original non-linear
observations into a higher-dimensicnal space in which they become separable.

3 Using the dog breed prediction example again, kernels offer a better alternative.

6 Instead of defining a slew of features, you define a single kernel function to compute similarity

L4
vetween breeds of dog.
7 You provide this kernel, together with the data and labels to the learning algorithm, and out comes a

classifier.
13. Mathematical definition: K(x, y) = <f(x), f(y)>.
Here K is the kernel function,
X,y aren dimensional inputs.
fis a map from n-dimensicn to m-dimenrsion space.

< x, y > denotes the dot product. Usually m is much larger than n,
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16, Intultion: Hormally caleulating =f(x), fy)> requires us to calculate f(x), f(y) first, and then do the Gy

Pt
ve manipulations in m dimersg,

U

20, Theso Lwo cormputation steps can be guite expensive as they invol
apace, whete mcan be a largoe number,

21, [un after all the trouble of going to the high dimensional space, the result of the dot product js reay
a sealar

22, Thetefore we come back to one-dimensional space again.

724 Now, the question we have is: do we really need to go through all the trouble to get this one number;

24, 0 we teally have te go to the m-dimensional space?

25, The answor is no, if you find a clever kernel,

N

L Simnple Exarmple; xo= (%, %, %03 ¥ = (Y Ve Vo).
Thoen for the function f(x) = (@, X, X, XX, XaXa, XXy, X3X), XXz, X:%s), the kernelis K{x, y ) = (<x, y>p2

277, Let's plug in some numbers to rmake this more intuitive:
2H, Suppose K= (1,2, 5) 0y = (4,5, 6). Then,

Fix)=(],23 2 4636,9)

Fly) (16,20, 24, 20,25, 20, 24, 30, 36)

), b (y) = =16+ a0 072 4 40 4100 + 180 + 72 + 180 + 324 = 1024
29, Now let us use the kernel instead:
K (n,y) = (4 +10 +1B)" = 327 = 1024

A0, Same resdlt, but this calculation is so much easier,

- . o

Q9. Quadratic Programming solution for finding maximum margin separation in Support Vector
Machine.

Ans: [1OM - May16]

1, The linear programming rmodel is a very powerful tool for the analysis of a wide variety of problemsin
the sciences, industry, encireering, and business,

2. However, it does have its limits.

3. Notall phenomena are linear,

4. Once nonlinearitics enter the picture an LP model is at best only a first-order approximation.
The next level of complexity beyond linear programming is quadratic programming.
This model allows us to include nonlinearities of a quadratic nature into the objective function.

7. As we shall see this will be a useful tool for including the Markowitz mean-variance models ©
wncertainty in the selection of optimal port-folios.

B, A quadratic program (QP) is an optimization problem wherein one either minimizes or maximizes?
quadratic objective function of a finite number of decision variable subject to a finite number of lined
inequality and/or equality constraints.

9, A quadratic function of a finite number of variables x = (x;, X5, . . . .. & TU R any function of the form:

n n 111
B 1
_f(I] = - zcjmj + aLquJIka'
J=1 k=1 j=1
10, Using rnatrix notation, this expression sirnplifies to

B ——a.

—_— I

% Handcrafted by BackkBaiichets Publications . Page 54 of 107 L

Scanned by CamScanner



chap =% | Support Vector Mnrhlnqn wrwras. Topperssolutions.com

o B ——

Jiz) = a 4 5 o lr'Q:.

2
whero
£ G e Ui &
5 ‘;'.r atel Q- '*"_-’—' ’I?'.' | T p
" \ 'J:s.' e /-
i the factor of one half preceding the quadratic terrn 1 the function ¢ o included for the sake of

canvenience since it sitnplifies the expressions for the firet and second deratives of §

R s o S

12, With no loss in genatality, vee miay as vell assurne that the reatriz Qs symmstric since

i

. T
. ——— . 1. "y (1
' Q= (2" Qe)T = £7Q" s = ~(2"Qr 4+ TQ72) = .-.-T{”!—,—-—jr

2 2
15 And so we are free to replace the rmatric 0 by the syrmmetric roatriz,

24Q"

%
ta - Hencetorth, we will assurne that the matriz € is symimetric,
[ the QP standard form that vie usa s,
Q  minimize x4 Lt
subject to Ar < ;_, 0<z where A € IT""" and b € I,
I Just asin the case of inear pragrarniming, every gquadratic prograrn cen oe transformed int
standard Torm.

17 Observerl that we can have simplified the ezpression for the objective function by dropping tre

constantterm a sinee it plays no role in optirnization step

Q0.  Explain how suppnrt Vector Machine can be used to find optimal hyperplane to classify
linearly separable data. Give suitable example.

Ans: [10M | Dec18]

oPTIvAL HYPERPLANE:
I Optirmal hyperplane is completely defined by support yectors

10 aoptimaal hyper ine s tne one wh 1 MAarirnizes tne margin c e raining data
2 IThe optimal hyperpl: t ne which Arizes t gin of the t >

SUPPORT VECTOR MACHINE:

L Acupport vector machine 15 a supervised e :arning algorithm that sorns data into two categories

2. Asupport vector rmachine is also known o a support vector nietwork (SUHN)

5 Itistrained with a series of data already classified into two categornes, building the medelasitis in ially
rained

[

" An S5VM outputs a rmap of the sorted data with the margins between the two as far apart as possible

S SVMs are used in text categorization, image classification, handwnting recognion and in the
sCiencoes
. MYPERPL ANE:

hyperplane 1 o generalization of a plane
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e — - e s

at hest divides a datasetinto 7oL IASE0%/ A

a hyperpl:m%?tl"!

3 SyMsare basedonthe idea of indind

.
i

Wagt kg

r - )
‘{ -'_“_'T_""-_-f_"' e e — ¥
g Yo 0% 11t 1rh 1t 4
fiye fee)

7 As a3 simple example, for a classification task with only two features (like the irmatye aba/e. /o ¢

5 g s . m ~F '3 ¥z
think of a hyperplane as a line that linearly separates ana classifies a set of tlata

4. When new testing data is added, whatever side of the hyperplane it lands will tlecicle thies chaos fry
we assign to it
S. Hyperplane:(w-x)+b=0we€RN beR

Correspondina decision function: f{x) = sgn((w %) + b)

7. Optimal hyperplane (maximal margin):

MaXwo MiN=legmf{l|X =Xl : x ERY (W - x)+b=0]
with y. € {1, +1} holds: y, - ((w-x)+ b) > O foralli=1,...,m
Where, w and b not unique
w and b can be scaled, so that |(w i) + b] = 1 for the x, closest to the hyperplans
Canonical form (w, b) cf hyperplane, now holds:
y-{lw-x)+b)z1foralli=1...,m

Margin of optimal hyperplane in canonical form equals ﬁfiﬁ]

--------------------- P T

Q1. Find optimal hyperplane for the data points:
{nn I,! [2! 1]! {ll -1]! (zl '1)i !5' 0:'- t59 ')r Isr '.“t ISI O}}
Ans: [10M - Declé]

Plotting given support vector points on a graph (In exam, you can draw it rouchly ir aper)

We are assuming that the hyperplane will appear in graph in following recion

15

1 o b & |
' 05 | '
i 0 |— = ® gl,

05 0 3 5 6 7
-1 o L] [+]
s
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Al s Three Support vectors
..‘;‘-.,s" e Clo7s which air Inser to a imed regior 3t aph
g THOSE SUDDONT VECTOr a8 .
L z ¥ nown bhel
;oL
! * 8% o
05
D i -
v J Sg 2
-3
o < S.Ill o
-15
n oo o — %
s, > =) S = (u)
~aazad ON TNSSe SUDDOL Y =
83sed © € suppon vectlors, we will find augmented vectors by adding 1 as bias pont
o Augmenied vecters wili be
5 f 2 ‘
(1} ==(<) 5= o)

now we will find three parameters a,, a,. a; based on following three hnear equations,

X X H-lasx 5% §)+ (a: x §5x §)=-
X Hx Sl laa X 5% §5) (s % 53 x §5)=-1
Zx 5 x Sl (@ x £ x §)+ (a3 x 5% §)=1

Substituting values of 5, &, § in above linear equations,

-6

B S U P —

Smplifying these egquations,
gy [z x 2) + (1 x 1) + (1 x D]} {a x[2%x2) + (1 x D+ AX D (g x[(4x2) + (Ox 1+ (1 X )]} =

fa,x[(2x2)+ (1 x—1) +(1 % DP* lapx [@x 2+ (=X =14 (EX DI} ey x [ 2 2) 4 (0% 1 4 (4 x 1=

fa, 2 (2 x 4) + (1 % 0) + (1 x D]I? fay ¥ [2x A+ (1O + (X DI+ (g x [ x4) 4 (0x0) b {2 x 1)) =1

e get.
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T

4ay + 6ay + Yagy = -1

9“] + 9“2 g ]7“3 :1

_3g5and @3 =37

By solving above equations we get @ = @2~ s from negative clas

To find hyperplane, we have to discrimi

s SO we il Ueae

equation,

W= ZI‘II‘E

Putting values of @ and § in above equation

=]
T

ff:.';‘; + ('1'25-_2 + 333-3

oo o)

Now we will remove the bias point which we have added to support vectors to get augmented veg

So we will use hyperplane equation which isy = wx + s
Here w = ({1) as we have removed the bias point from it which is -3

And b = -3 which is bias point. We can write this as b + 3 = 0 also.

So we will use w and b to plot the hyperplane on graph
I |
Asw = (0),
so it means it is an vertical line. If it were (1) then the line would be horizonta! line.

And b + 3 = 0, soit means the hyperplane will go from point 2 as show below.

| 15 - _' -

[ 1 o -9 S -
| 05 S . - !
| | ! - e

0 ,.___.__+_.______'_____ |
- ! ! —
| 05 0 1 » b4 i
, - . 5. 6. __7
| -1 o) o i

7 ; o .

| -15

s
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CHAP . &.
HAP - 5: LEARNING WITH CLASSIFICATION

- Explain with suit '
Q?" able example the advantages of Bayesian approach over classicai
¥ approaches to probability,

www.ToppersSolutions.com

Q2 Explafn ‘flasstﬂcatm" using Bayesian Belief Network with an example.
Q3 Explain, in brief, Bayesian Beljef network

" [1OM | Dec16, Decl7 & Dec18]

BAYESIAN BELIEF NETWORK:
1 ABayesian network is a graphical model of a situation.
2 Itrepresents a set of variables and the dependencies between them by using probability.
3 Thenodes in a Bayesian network represent the variables.
4. Thedirectional arcs represent the dependencies between the variables.
5. Thedirection of the arrows show the direction of the dependency.
6. Eachvariable is associated with a conditional probability table (CPT).
7. CPT gives the probability of this variable for different values of the variables on which this node
depends.
8. Using this model, it is possible to perform inference and learning.
9. BBN provides a graphical model of casual relationship on which learning can be performed.
10. We can use a trained Bayesian network for classification.
. There aie two components that defines a BBN:
a. Directed Acyclic Graphs (DAG)
b. A set of Conditional Probability Tables (CPT)
2. As an example, consider the following scenario.
Pablo travels by air, if he is on an official visit. If he is on a personal visit, he travels by air if he has money.
If he does not travei by plane, he travels by train but sometimes also .t‘akes a bus.
3. The variables involved are:
a Pablo travels by air (A)
b. Goes on official visit(F)
c. Pablo has money (M)
d. Pablo travels by train (T)

e. Pablo travels by bus (B)
14, This situation is converted into a belief network as shown in figure 5.1 below.

1. In the graph, we can see the dependencies with respect to the variables.
16. The probability values at a variable are dependent on the value of its parents.

17. In this case, the variable A is dependent on Fand M,

18 The variable T is
18 This variables F and M are independent variables which do not have any parent node.

dependent on A and variable B is dependent on A.

20, 50 their probabilities are not dependent on any other variable.

2. Node A has the biggest conditional probability table as A depends on F and M.

2 Tand B depend on A.
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M
Has inuney lpw{g,] l
|1'ﬂ'l nt ¥ in pocket e
Lines uht
official trip I ————
Ry A
. "T—, 1=
Lakskhman
fravels iy
air
I
B
1 nkeliman Lakshman
travels by trvels by et il
e ot A I PBIA)
A MT1A) i
o T 0.00
I 0n.0n (PRI .o A
¥ Fo| 040 J
& .60 s s

24 First we take the independent nodes

24 Mode | hasa probability of 2 (F) - Q77

™~

24 Moclo M has o probability ot 12 (14) = 03
2 \We neAl comoe to node A

27 The conditional probability table for this node can be represented as

FAM[P(A|FMand P)
T[T 0es
TIF TR
T o
FlrE 10

20 The conditional probability table for T can be reprasented as

AIPILA
4 (Hl

29, The conditional probability table for B s

ATV A
T 0o
T

i) Using the Bayesian behef network, we can get the probability of a combination of these variables.

i For example, we can get the probability that Pablo travels by train, does not travel by air, goes on an
afficial tnp and has money.

32 Inother words, we are inding P (1, -A, F, M).

33 The probatality of each variable given its parent is found and multiplied together to give the

probabihty
DT, A M, P) = P(T | ~A) = P(~A | F and M) + P(F) » P(M)
=06°09B°*07°03=0123
@ Handcrafted by Ba~kkBenchers Publications Page 60 of 102 |
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. gxplain classificatj . ,

o4 B . 'O Using Back Propagation algorithm with a suitable example

ol classification usi

05 hg Back Propagation Algorithm

lain how :
g6 EXP Riek p"’?"gat'on algorithm helps in classification

qr. Write shortnote on - Back propagation algorithm

AnS: [10M | May16, Decl6, May17 & May18]

gACK PROPAGATION:

r ion i -
Back propagation is a supervised learning algorithm, for training Multi-layer Parceptrc
Neural Networks).
7 Back propagation algorithm locks for minimum value of error in weight space.

ltuses techniques like Delta rule or Gradient descent.

Ll

[ — "
- T =
> e [

The weights that minimize the error function is then considered to be a solution

problem.

BACK PROPAGATION ALGORITHM:

rarget value.

For each training tuple, the weights are modified to minimize the mean squared efror ©

()

network’s prediction and actual target value.

Modifications are made in “Backwards' direction from output layer.

(o)

4 Through each hidden layer down to first layer (hence called “back propagation”).

Tne weight will eventually converge and learning process stops.

w

BACK PROFAGATION ALGORITHM STEPS:

1. Initiate the weights:
The weights in nctworks are initialized to small random numbers

b. Ex- ranging from -1.0tol0or -0.5t0C.5
~ Each unit has a bias associated with it

d  The biases are initialisea to small random numbers

2 Propagate the error:
The training ruple is fed to network’s input layer.
The input is passed through the input units, unchanged

¢ For aninputj its output Cjis equal toitsinput value |j

4. Given a unit j in hidden oroutput layer , the net input |, to unit j is

Ij = z IMlijoi + 0

e. Here,

w

= Weight of connection from unit i in previous layer of unit
Yy
0,= Output of unit i from previous layer

j = Bias of unit
£ Given the net input |; t0 unit j, the O, the output of unit j is computed as

o=t/ (1+e”)

e R e e e

\"'-k._,__________,______—-———-—'—-_'___
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3. Back Propagate the Error;
a  The error propagated backward by updating the weights and G1ases
b Itrefloct the error of network's prediction
¢ For unit jin output layer, the error Errj = Oj (1- O)(Tj - Oj)
d. Where,
O, = actual output of unit §
T, =Known target value of given tupla
O,(1-0) = derivate of logistic function
2. The error of mdden layer unit Jis

Err= O (1- 0]] I ErnW

4. Terminating Condition:
Training stops when:
a. Al W, in previous epoch are so small as to be below same specified threshola
b. The percentage of tuple misclassified in previous epoch is below some threshela.

¢ Apre-specified number of epcchs has expired

Q8. Hidden Markov Model

Q9. What are the different Hidden Markov Models

Q10. Explain Hidden Markov Models.

Ans: [10M | May16, Decls, May17 & Dec17)

HIDDEN MARKOV MODEL:
1. Hidden Markov Model is a statistical model based on the Markoy preccess with unobserved (hidden)
states,
2. A Markov process is referred as memory-less precess which satisfies Markov property.
Markov property states that the cond:tional prooab!lity cistribution of future states of 3 proccee
depends only on present state, not on the sequence of everts
4. The Hidden Markov Model is one of the most popular graphical modsl
5. Examples of Markov process:
a. Measurement of weather pattern
b. Dally stock market prices.
6. HMM generally works on set of temporal data.
7. HMM s a variant of finite state machine have following things:
a. Aset of hidden states (W).
b. Anoutput alpnabet of visible state ().
c. Transition probahilities (A).
d. Output Probability {B).
e. Initial state probability ()
8. The current state is not observable, instead each state produces an output with a certain probability
iB).

9. Utzually states (W) and outputs (V] are understaod
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0 s0an HMM is said to be a triple (A, B, m)

TION OF hMM:
HMM consists of two types of states, the hidden state (W) and visible state (V).
) fransition probability is the probability of transitioning from one state to another in single step.

:ccion probability: s I
5 gmission probability: The conditional distributions of observed variables P(Vn | Zn)
i HMM have to address following issyes:

Evaluation problem:

de
- atforagiven model @with W( hidden states), V(visible states), A, (transition probability) and .
(sequence of visible symbol emitted)
« What is probability that the visible states sequence VT will be emitted by model 0
e P(VT/ 0)="7

b. Decoding problem:

» W the sequence of states generated by visible symbals sequence V' has to be calculated.
e W' =7
¢. Training problem:
« Foraknown set of hidden states W and visible states V, the training problem is tc find transition
probability A, and emission probability By from training set.

i,e.A-|: 7 & B,k= ?

EXAMPLE OF HMM:
Coin toss
l. Heads, tails sequence with 2 coins.

i

You arein a room with a wall.

Person behind the wal! flips coin. tells the resuit.

Coin selection and toss is hidden.

P

Cannot observe events, only output(beacs, ails) from events.

i, Problem is then tc build a model to explain observed sequence of heads and tails.

O, Using Bayesian ciassification and the given data classify the tuple (Rupesh, M, 1.73 m)

Attribute | Value Count Probability
. Short Medium Tall Short Medium Tall
jll:?:nder M 1 2 3 /4 2/7 34

F 3 5 1 3/4 5/7 A
lieight | (0, 16) 2 0 o 2/ o 0 =
frange) (1.6,1.7) 2 0 o 2/4 0 0

(17,1.8) 0 3 o 0 3/7

(18,19) 0 3 0 0 3/7

1(19,2) 0 1 2 0 V7 T4

g (2, ©0) 0 0 2 0 0 2/4
Ans; [10M | May16]

-
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We have given Condition Probability Table (cPT).
Tuple to be classified = (Rupesh, M, 1.73rm)

E P L [ € der {
. — 1o find pmbahrl[t/ of Short, Mediyrg At
We will use some part of table which is red boze 4

following

Tall. N ——
Attibute [ value | Count T Prohablllt/_ -
T e ediom [ Tan . Short Meditrm Tall
Gender M 1 = 7 /4 R 5//,1 =
F 3 5 [ 34 57 Ve
Height (0,1.6) 2 0 0 2/4 ___#_“ri _____ 0 '-
(range) (16,17 |2 1o o 1 2/4 0 o _ :
(1.7,18) 0 3 0 0 3(7 0 T
(1.8,1.9) 0 3 0 o 37 g -
(1.9, 2 0 ] 2 0 117 214
(2, ) 0 0 2 o | 0 2/

(There is no need to draw the above table again. The above table is just for understa nding purpose)

Here, n =15 (surnming up all numbers in red box.)

Probability (Short) = (143)/9 =0.45
Probatility (Mediurm) = (2+5)/9=0.78
Probability (Tall) = (3+1)/9 =0.45

Here, Short, Medium and Tall are class attributes values,
Now we will find probability of tuple with every value of class attribute which is Short, Mediurn and Tall.

Probability(tuple | Short) = P{M | Short] x P[Height, Short|
Here P[M 1 Short] = prabability of 14 with Short
ana P[Height | Short] = probability of height with Short

Piobability(tuple | Shart) = P[M | short] < P{(1.7 - 1.8) | Short]
(As height in given tuple 15 1.73m which lies in (17 - 1.8) range of height.)

(Movy we have to get those values frorm Probability part of table)
Probability(tuple | Short) = } x0=0
Probability(tuple | Medium) = P[M | Medium] x P[Height | Medium)| =§ x ;: 0.43%
Probability(tuple | Tall) = P[M | Tall] x P[Height | Tall] 7-% x0=0

Now we have to find likelihood of tuple for all class attribute values,

Likelihood of Short = Pftuple | Short] x P[Short] = O x 0.45

Likelihood of Medium = Ptuple | Medium] x P[Medium] = 0.43 x 0.78 = 0.34
Likelihood of Tall = Ptuple | Tall] x P[Tall] = 0 x 0.45 =0

Now we have to calculate estimate of likelihood values as following,

Estimate = Likelihood of Short + Likelihood of Medium + Likelinood cf Tall
=0+034 +0 =034
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Now We will find actual Probability fo,

tuple yej E .
PO 1 2) Xp(x) Ple Using Naive Bayes formula as following

px 1= 7 o)
ulating actual probability f i
e . Y for all clasg attribute valyes,
. short:
p(Short | tuple) = £Cuple ) Shart) x RiShort) 2x043
2(tuple) " Toms O

5. Medium:

p(Medium | tuple) == Ztupte

| Medium) *P(Medium) _ 043 x 0.78 0.34
P(tuple) ST

1

3, Tall:

p(Tall | tuple) = Zurlelral) xperaty _oxnas _
Iituple) - _ET =

gy comparing actual probability of ail three values; wecan say that Rupesh helghtis of Meditm:

(we will choose largest value from these actual probability values)

Important Tip:

May be some time in exam they can ask like find probability of tuple using following data

’7Narne Gender Height Class
A Female 1.6m Short

B Male 2.0m Tall

C I Female 19m Medium

n | Female 185m Medium

B Male 28m Tall _
[ |F Maie 17m Short il
| G Male 1.8m Medium

:T-l - Female 16m Short

| Female 165m Short

Now we have to construct a ta ble as we have in our solved sum.

There are three distinct values in Class Attribute as Short, Medium and Tall.

There are two distinct values in Gender Attribute as Male and Female.
There are variable values in Height Attribute there we will make them as range values. As from lowest

height to highest hei

ght. As (0 —1.6m), (1.6m — 1.7m), and so on.

T Attributes Values Probability
" | short Medium Tall Short KA T
[ =
Cender Male
| —
Female
S
e N TN
==
A
Hance Page €5 of 102
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“Height (0-1.6m) -t
{1.6mM
1.7m)
17m <

18m) ——

1em -
19m)

19m -
2.0m)

{2.0m - =)

By seeing given data, We have to find how many tuples contains (Male and Short) value.
Same for (Male and Medium) values and (Male for Tall) values.
The above step will also appiicable for tuples containing Female value

Now we will go through each touple and check their height value and find that in which range they cony

and increase the count for it in their range part.

Mow we will find values for probability section

For probability of Gender values —

We will count all values for Short, Medium and Tall as following,

There is count of 4 for Short in Cender part

Short
Male 1
Female
Teral ‘ 4 ]

For probability of Male = count of Male in Short part / count of all short values = 1 /4

For probability of Fernale = count of Female in Short part / count of all short values =2/ 4

There is count of 3 for Medium in Gender part

Medium

Male 1

Female 2

Total 3

For probability of Male = count of Male in Medium part / count of all Medium vailues

. =1/3
For probability of Female = count of Female in Medium part / count of all Medium val
Les

=2/3
There is count of 4 for Tall in Gender part
Tall

Male 2

Female |0

Tota! 2
. . e = ___-________________‘___"_____'_““_“
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for probability of Male = .
For probability of Femal COUNt of Male in Tall part / count of all Tall values = 2 /2
1 =
ale = count of Female in Tall part / count of all Tallvalues =0/ 4 =0
fhesame PrOCEsS can be applied for Height part
Now we can fill the table of Condition Probability as following
/,-—-———"——.*—————-———_____________ R
Attributes [ Valges Probability | !
Short Medium | Tall Short | Mediem | Tall !
""-_-_-___ e i —
Gender Male 1 ] 5 7% 173 1272
] ' | e
Female 3 > 0 374 IE’B [0 !
| | _
Height (O-16m) 2 0 0 2/ 4 i o | o
fem -2 0 ) 2/4 |0 1 ©
1.7m) |
fam -] 1 0 0 73 E 1
1.8m) !
(1.8m -0 2 0 0 23 | o
1.9m) I
i
(1.9m -lo 0 1 0 Q |1/2
2.0m) |
(20m-«) [0 0 1 0 0 | 1/2

e ————— e T e e e S b -t

-‘-\_________’_-_-_‘____’________,_._—-——v—'——_-_-
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CHAP - 6: DIMENSIONAL

. pimension Reduction
- . nt Analysis for
Q. Explain in detail Principal Compone [TOM - Mayig, DEC]B
-Ans; & De,

ON REDUCTION:
PRINCIPAL COMPONENT ANALYSIS (PCA) FOR DIMENS

. i jven data sets.
I The main idea of PCA is to reduce dimensionality from a g e S—
er r
Given data set consists of many variables, correlated to gachoth yorlightly,

2

; i set up to a maximum ey
3. Reducing is don while retaining the variation present in data P tent,
%

) variables which are kngy,
The same is done by transforming variables to a new set of ‘N as Pring,

Components (PC)
. W ent in original compo
5 PCare orthogonal, ordered such that retention of variation pres g Panents Qecre.,

as we move down in order.
6. So, in this way, the first principal component will have maximum variation that wag Preser,

orthogona| cComponent.

7. Principal Components are Eigen vectors of covariance matrix and hence they are calied a5 Orthoge,
8. The data set on which PCA is to be applied must be scaled
9. The result of PCA is sensitive to relative scaling.

10. Properties of pc:

2. PCare linear combination of original variables.
b. PCare orthogonal.

€. Variation present in PC's decreases as we move from first PC to last PC.

IMPLEMENTATION:

1) Normalize the data:

—_

Data as input to PCA, process must be normalised to work FCA properly.

2. This can be done by subtracting the respective means from numbers in respective columns,

(

If we have two dimensions X and Y then for all X becomes x- anc; y veECOM=s y-

4. The result give us a dataset whose means is zero.

I} Calculate covariance matrix:

1. Since we have taken 2 dimensional dataset, the covariance mat

Var(X1) Cov(X1,X2)
Cov(X2,X1)  Var(x2)

rix will be
2. Matrix (covariance) =

ill) Finding Eigen values and Eigen Vectors:
In this step we have to find Eigen values and Eigen vecto

—

2. Itis possible because it is square matrix.
3. The Awill be Eigen value of matrix A
4. If it satisfies following condition: det(Ni-A) =g

5. Then we can find Eigen vector for each Eigen va|
U A by calcy|ayi
NG Al-Av=0

lv) choosinq components and for%
1. We order the Eigen values from highest tq lowest

2. So we getcomponentsin orde

-
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3 fa data set have n variableg then we will h

ave n Eigen values and Eigen vectors.
s out that Ej ; . en vec
It turr gen vector with highest Eigen values is PC of dataset.

we have to deci i
- Now de how much Eigen values for further processing.

5

; Wechoose first p Eigen values ang discard others,

g wedo lose out some information in this process,

g Butif Eigenvalues are small, we 4o not lose much.

g Now we form a feature vector,

10, Since we are working on 2D data, we can choose either greater Eigen value or simply take both
1. Feature vector = (Eig1, Eig2)

v) Forming Principal Components:
1 Inthis step, we develop Principal Component based on data from previous steps.

7 We take transpose of feature vector and transpose of scaled dataset and multiply it to get Principal

Component.
New Data = Feature Vector’ X Scaled Dataset”

New Data = Matrix of Principal Component

Q2.  Describe the two methods for reducing dimensionality
Ans: [5M | May17]

DIMENSIONALITY REDUCTION:

1 Dimension reduction refers to process of converting a set of data having vast dimensions into dats
with lesser dimension ensuring that it conveys similar information concisely.

2. This techniques are typically usec while solving machine learning problems to obtain better features
for classificaticn.

3 imencions can be reduced by:

a. Combining features using & linear or non-linear transformation.

b. Seclecting a subset of features.

ME | +1ODS FOR REDUCING DIMENSIONALITY:

) Feature Selection:
It deals with finding k and d dimensions

es most information and discard the (c! - k) dimensions.

~

it giv
It try to find subset of original variables.

trd

4 There are three strategies of feature selection:

a. Filter.
b. Wrapper.
C. Embedded.

) Feature extraction:

L It deals with finding k dimension
mensional space to data in few dimensional space.

s from combinations of d dimensions.

2 Itransforms the data in high di -
3, The data transformation may be linear like PCA or non-linear like Laplacian Eigen maps.

e
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1) Missing values:
L Given a sample training sample set of features.

\ 5 \ es.
articular features nas mMany missing valu

2. Among the avallable features a p
' ] ification process
5. The feature with more missing value will contribute less to class

4. This features can be eliminated.,

IV) Low variance:

S ining sample.
1. Consider that particular feature has constant values for all training p

. -3 =1 S
2. That means variance of features for different sample is comparatively less

¢ Thiel ; ; - i is impact on classificaticn
5. Thisimplies that feature with constant values or low variance have less iImp

4. This features can be eliminated.

———

Q3. What is independent component analysis?

Ans: [SM | May18 & Decig

INDEPENDENT COMPONENT ANALYSIS:
1. Independent component analysis (ICA] is a statistical and computational technique

2. Itisused for revealing hidden factors that underlie sets of random variables, measurements, or signajs
3. ICA defines a generative model for the observed multivariate data,
4. Given data is typically a large database of samples.
5. Inthe model, the data variables are assumed to be linear mixtures of some unknown latent varizbla
6. The mixing system is also unknown,
The latent variables are assumed non-Gaussian and mutually independent,
8. This latent variaples are called the independent components of the observed data.
9. These independent components, also called sources or factors, can be found by iCA.
10. ICA is superficially related to principal component analysis and factor analysis.
1. ICAis & rnuch rnore powerful technique
12. However, capable of finding the underlying factors or sources when these classic methods [l

completelv,

13. The data analysed by ICA could originate from many different kinds of applicatior fields.

4. It includes digital images, document databases, economic indicators and psychometric
measurements.

15. In many cases, the measurements aie given as a set of parallel signals or time series

16. The term blind source separation is used to characterize this problem.

EXAMPLES:

1. Mixtures of simultaneous speech signals that have been picked up by several microphones

2. Brain waves recorded by multiple sensors

3. Interfering radio signals arriving at a mobile phone

4, Parallel time series obtained from some industrial process,

AMBIGUITIES:

1. Can't determine the variances (energies) of the IC's

2, Can'tdeterminethe order of the IC's
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ATION DOMAINS OF |cA:

. Image de-noising.

2 Medical signal processing,

3 Feature extraction, face recognition,
4, compression, redundancy reduction,
5 scientific Data Mining.

e
. el t T T,

e

-----------

e Princi . .
g L 'Pal Component analysis (PCA) to arrive at the transformed matrix for the given

matrix A.
AT =
Ans: [10M | May17 & Maylg]
rormula for finding Covariance values =>
; = yn  (X=F)x(y-7) . .
Covariance = 31 o e [Valid for (x, y) and (y, x)]

Here we have Orthogonal Transformation AT
We will consider upper row as x and lower row as 2
Here n = 4. (Total count of data points. Take count from either x row or y row).
Now, we will find X and y as following,
X = (sum of all values in x / count of all values in x)

¥ = (sum of all values in y/count of all values in y)

= _ 2¥1+0+(=-1) _ 2
X

4+3+1+05 _ B
V= —=—=21
¥y - 222125

Now we have to find values of [x - x), (v = §), [[x = ®)x(y - 7)), (x- )%, [y — ¥)?

[ x y (x-%] -9 | (-3l - 7)1 [ =ar T
|L 2 Z 15 1875 2.8185 l 295 55158 ]
! 1 3 0.5 0.875 0.4375 0.25 0.7656

0 ] -05 1125 0.5625 075 15650
( -1 05 -15 -1.625 2.4375 558 TN

Finding following values, 3[(x - &)x(y = )l 2(x~ X% 2y ~yF
S(x=x)x(y -y)]=2815+ 0.4375 + 0.5625 + 2.4375= 6256
S(x— 7 =225+ 025+ 025+ 225 =5
Sly-3)°= 35156 + 0.7656 + 1.2656 + 2.6404 = 8.1872

Now we will find covariance values of (x,x)

3 (=52 _5_167
Covanance(x, X) = Zi=1 a1 3

n =9? - B.1872 .
= =1"po1 = = 273
Cevariancely, y) i=1"n—y 3
. _on (x=i)<(y=3) _ 0256 _ 2.09

r'o\"ariance[x, y) = Covarlaﬂceiy- x) = Ll n-1 El

L e e LN
e e
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2 matrix form as -

Therefore putting these values in

1.67 2.09

s = Covariance = 'I y] - [ 73 nts
y X 2.09 2. incipal compone ;

- Pr
ill be two P
rew these principal components

As given data is in Two dimensional form. ke o to find

o ) - M=
Now we have to use Characteristics Equation Is

Here, s = Covariance in Matrix form
| = Identity Matrix= [} ©
y Matrix [G 1
Putting these values in Characteristics equation,

265 2731~ 2l 3ll=©

09 2.73

Getting determinant using above step,
167 -1 209 | _ 1
SR e o T——_

(167 ~2) x (2.73-1)-(2.09)?=0
A-4.4)+0191=0

A = 43562

A, =0.0439

Taking A and putting it in equation (1) to find factors a;, and ay, for Principal components

1.67 — 4.3562 2.09 ] =
2.09 2.73 —4.3562] - L,J .

I-Z.()HGZ 2.09 2] 3 [:_:;'} -0

2.09 —1.626
=2B862 Wity F 20K Hn S cmssssams (2
209 xay; —1.6262 %X a3 = O wcocnsiicnsisiniiinn (3)

Let's find vaiue for a,; (you can also take a.,) by diividing equation (2) by 2.09, we get

_ 26862
Mz = e * H11

1y = 1.2853 x y

We can now use equation of orthogonal transformation relation which is
-

1> F iy 2 BV sinemmannans ()

Substituting value of a,, in above equation (4), we get
et + (12853 xay9)* =1

a2+ 1.5620 x a;,° =1

25620 X a;,2 =1

t;° =0.40

a;;=0.64

_— /
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| et am’ =1 :
| 4096+’ =1 |
| 12104096 |
1? : - 05904 '
| = 07685

Now taking A and putting it in equation (1) to find factors ay, and aj, for Principal components

167 - 0.0439 2.09 az]
["200  273-0.0439] > ] =0
1626{ 2.09 an] _

‘ 2.08 2.63(11' - [-1::| =0

1,:\2“ X {4 +2.09 % Ay, = 0 s {5}
209 X 133 + 26861 X Q23 = 0 cccervcienssrinnns (B)

(et's find value for a.. (you can also take a,) by dividina equation (5) by 2.09, we get

L6261
2= 5o X Qg

ity =~ 07781 % azy

substituting value of a,, in equation (4), we get
e + (07781 X @zy)* =1

a2 + 0.6055 % az,” =1
16055 X 17,7 =1

a0, = 0.6229

1y, = G.7893

PULEING us, IN equation (4)
| (07893)% + g =1

106230 +az” =1

a,¢ = 1-06230

a,* = 0.377

1, = 0.6141

' Therefore using values of @1, @12, @21, az the Principal Ccmponents are

: 4= anxy + Xz

| &= 0.64x + 0.7684%z
%= dnX tanXz

4= 0.7893x, + 0.6141Xz

\-._‘___
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ya nlgorithm i

or clustering analysis,
o oxamplo. Also, explain h,, "

QL Describe the essentlal steps of K men! lving sultabl
Q2. Explain K-means clustering algorlth ’ ing "
toring:
clustering differs from hierarchical clus [5-T0M | Docyg 8
Ans: b‘tb
K-MEANS CLUSTERING: ning garithrns that solve the well-knoy, .
¥ a f a N i

. 0
1 Kemeansisone of the simplest unsupervl cd |

problem. Jaasily a given data set through o certay, Nurp
; . ; o clasully @t
. The procedure follows a simple and cagy way to €& i

»

clustaers (assume k clusters) fixed aprior
for cach cluster.

5 Tha mainidea is to define k contres, one L
o of different location causes differer, i

i catlt

4. These centres should be placee in a cunning waly bec

- o possible far a
5 50, the better chaoice is to place therm as mut I a6 po ibl

clonging to a given data set

an early group age is done.

7. When no point is pending, the first step is completed aie
barycentre of the clusters res ulting frogm ..

way from cach other,

t ancl associate it to the nearest e,

6. The next stepis to take each point b

H AL this point we nead to re-calculate k new ¢ ntroids as

previous stepn
9 After we have these k new centroids, a new binding has to be done between the same data set pairr

and the nearest new center.

10 Aloop has been generated.
As a result of this loop we may notice that the k centres change their location step by step uny,

more changes are done or in other words centres do not mova any moie.
inally, this algorithm aims at minimizing an objective function know as squarad error funci:
given by:

y 2
J¥)= 5 ¥ (x-vl
i=1 j=1

5. Where 7/x-v//'is the Euclidean distance between xand v,
©,"is the number of data paints in /" cluster.

c’is the number of cluster centres.

ALGORITHM STEPS:
I Let X={xyX;Xs,....%n} b€ the set of data points and v = {(vi,v, Ve} be the set of centres
' Ch*ssvinay c = SE b i

Randomly select c’cluster centres,
Calculate the distance between each data point and cluster centre
' S,

RN

Assign the data point to the cluster center whose distance from the cluster center is minimu™®
the cluster centres.
5. Recalculate the new cluster center using;
V= (1 ‘f c, C,
) 3
J=1
Where, ¢,/'represents the number of data Points in ¢
Uster,

- -‘-I_*‘—h-_‘—h-_—-’-«_-""‘ . _'_'"_../
. —_ﬁ'—"‘—"—-—-—___________._._‘___"__ =
49 roi
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pecalculate the distance betwean agep ¢
"en e: at

a4 point and new obtained cluster centres

signed the
. then stop, otherwise repeat from step 3.

[¢no data point was reas

AD!&HTAQES;
. Fast,robust and easier to unders

. pelatively efficient: Oftknd),

rerations.

tand,

where n is obi ; . - - ‘
here n is objects, k is clusters, d is dimension of each object, and tis

+ es best result v asg i
3 G /hen data set are distinet o well separated from each other.
DISADVANTAGES:

1 Applicable only when mean ic defi g _ ,
an is defined i.e. fails for categorical data

Unable to handle noisy data and outliers

3

3 Algorithm fails for non-linear data set

DIFFERENCE BETWEEN K MEANS AND HIERARCHICAL CLUSTERING:
1. Hierarchical cluste

ring can't handle big data well but K Means clustering can
Tk | - 2 3
This is because the time complexity of K Means is linear i.e. O (n) while that of hierarchical clustering

is quadratic i.e. O (n?)

[ ]

L

In K Means clustering, since we start with random choice of ciusters.

4 The results produced by running the algorithm multiple times might differ.

in

Yinile results are reproducible in Hierarchical clustering.

a1

¥ Means is found to work well when the shape of the clusters is hyper spherical (like circle in 2D, sphere
in 3D).

o

7. K Means clustering requires prior knowledge of K i.e. no. of clusters you want to divide your data into.
2 You can stop at whatever number of clusters you find appropriate in hierarchical clustering by

interpretina the dendrogram

0 —— mamss s - ==

Q3. Hierarchicai clustering algorithms.

Ans: [1OM | Dec17j
HIERARCHICAL CLUSTERING ALGORITHMS:

1 Hierarchical clustering, also known as hierarcnical cluster analysis.

Z Itis an algorithm that groups similar objects into groups called clusters.

L

The endpoint is a set of clusters.
4 Each cluster is distinct from each other cluster.

The objects within each cluster are broadly similar to each other.

o

This algorithm starts with all the data points assigned to a cluster of their own.

=~ o

Two nearest clusters are merged into the same cluster.

o

Inthe end, this algorithm terminates when there is only a single cluster left.

9 Hierarchical clustering does not require us to prespecify the number of clusters
1. Moct hierarchical algorithms are deterministic.

n. Hierarchical clustering algorithm is of two types:

| clustering algorithm.

al clustering algorithrn.

a. Divisive Hierarchica

b. Agglomerative Hierarchic
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each other.

DIVISIVE ANALYSIS):
DMSMEB&M&C%EM&bQOjHﬂM—Q&DM et
. - e cluster and then P T oty

1. Here we assign all of the observations to @ singl

12. Both this algorithm are exactly reverse of

| there is one cluster for each observatiop,

more accurate hierarchies than 399|0fhc-;.

similar clusters. .
Finally, we proceed recursively on each cluster unti
3. There is evidence that divisive algorithms produce
algorithms in some circumstances but is conceptually more complex.
4. Advantages:
a. More efficient if we do not generate a complete hierarchy-
b, Run much faster than HAC algorithms.
5. Disadvantages:
a.  Algorithm will not identify outliers.
b. Restricted to data which has the notion of a centre (centroid).

6. Exa le:
a. K-Means algorithm.
b. K-Medoids algorithm.

AGGLOMERATIVE HIERARCHICAL CLUSTERING ALGORITHM OR AGNES (AGGLOMERATIVE NEsT|\,

1. In agglomerative or bottom-up clustering method we assign each observation to its own cluster

2. Then,compute the similarity (e.g, distance) between each of the clusters and join the two most simjs,

clusters,
3. Finally, repeat steps 2 and 3 until there is only a single cluster left.

4. Advantages:

a. No aprioii information about the number of clusters required.

b. Easytoimpiernent and gives best result in some cases.

5. Disadvantages:

2. Noobjective functior, is directly minim.zed
b. Algorithm can never undo what was done previously.
c. Sometimes it is difficult to identify the correct number of clusters by the dendrogram

6. Types of Aaglomerative Hierarchical clustering:

a. Single-nearest distance or single linkage,

Complete-farthest distance or complete linkage.

b.
c. Average-average distance or average linkage.
d. Centroid distance.
e. Ward's method - sum of squared Fuclidean distance is minimized
% Handerafted by BackkBenchers Publications - o
page 7
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% write short note on - Radial Basjs functio
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Separating nonlinear patterns.
ns
Ans: [10M | May18 & Dec18]

EggltLi.BASISJEU_ugB ON:

£ radial basis function (RBF)

! 'S a real-valued function ¢ whose value depends only on the distance

frorn the origin,

50 that ®(x) = &(|]x||)
3 Alternatively on the distance from some other point ¢, called a centre,
3 Seany function that satisfies the property is a radial function.
4. The normis usually Euclidean distance, although other distance functions are also possible.
5 surns of radial basis functionz are typically used to approximate given functions.
f Tnis approzimation process can also be interpreted as a simple kind of neural network
J HEES are also used as a kernel in support vector classification

rnrmonly used types of radial basis functions:

4. Gaussian:

é(r) = et
b. Multiquadratic

c. Inverse quadratic

1
dir) = =
1+ (e7)°
d. Inverse Multiquadratic
ﬁ"-‘f} = __1—.-
\,r'al + (er)?

ial basis function network is an artficial neural netviork that uses radial basis functions as

nvation functions.

- sutput of the network is a linear combination of radial basis functions of the inputs and neuron

parameters.
riadial basis function networks have many uses, including function approximation, time series

h

prediction, ciassification, and system control.

Hial basis function networks is composed of input, hidden, and output layer. RBNN is strictly limited

t0 have exactly one hidden layer. We call this hidden layer as feature vector.

©.dial basis function networks increases dimension of feature vector.

3
fopriczy
mFn
P Kingr biiden byer Clupus fope
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. rbitr
tute and
at const! s¢l, €2,+-,¢ch

14. The hidden units provide a set of functions th

ector
and ropresented by the v

. - s trans \
nonlinear whereas transforpngy, »

15, Hidden units are known as radial centres "
n unit space ! e

16. Transformation from input space to hidde
hidden unit space to output space is linear
y . —
17, dimension of each centre for a pinput network is P

zero response on|y Whe
| | . S ":_’I |_.
18. The radial basis functions in the hidden layer produce

a significant noN-

" . ) . : spaca.
input falls within a small localized region of the input spe

d in input space.

19. Each hidden unit has its own receptive fiel _ |
d for centre cj, WoU

d activate ¢jand by propg,
20. Aninput vector xi which lies in the receptive fie T
of weights the target output is obtained.

21 The output is given as:
- '(lif ¢ ”)
y=Y g, o;=0llE—4
! Z )
wiweight of " centre,
p:some radial function.
22. Learning in RBFN Training of RBFN requires optimal celection of the parameters vectors ciangy, ;.
1, +h.
23. Both layers are optimized using different techniques and in different time seales
24. Following techniques are used to upate the weights and centres of & REFN,
a. Pseudo-Inverse Technique (Off line)
b. Gradient Descent Learning (On line)

c. Hybrid Learning (On line)

Q6.  What are the requirements of clustering algorithrns?
AN [5M | Mayie]

REQUIREMENTS OF CLUSTERING:

1. Scalability: We need highly scalable clustering algorithms te deal with iarge databases & leaming
system.

2. Ability to deal with different kinds of attributes: Algorithms should be capable to be appliedonan/

kind of data such as interval-based (numerical) data, categorical, and binary data

3. DGiscovery of clusters with attribute shape: The clustering algorithm should be capable of detectind
clusters of arbitrary shape. They should not be bounded to only distance measures that tend © find

spherical cluster of small sizes.

4. High dimensionality: The clustering algorithm should not only be able to handle | dimeﬂs;cn'ﬂ
- - ’ a - I
data but also the high dimensional space. nele 1w

5. Ability to deal with noisy data: Databases contajn noisy missing or erro algomrms
s ' n |
are sensitive to such data and may lead to poor quality cluste It
rs.
6. Interpretability: The clustering results should be i
5 €interpretable
COmprehensible, and usable:
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Apply K-means algorithm i
given d: " .
centres. data for k=3, Use Ci(2), C,(16) and C4(38) as initial cluster

patai2, 4, 6,3, 31,12, 15,16, 38, 35,14, 21, 23, 25 39

pns’

Mayl6 & Decl6]
yumber ofclusters k = 3 [10M | May

pitial cluster centre for €= 2, ¢,=16, ¢, = 75

e will check distance between d

e ata points and all cluster centres. We will use Euclidean Distance
frmula for finding distance.

pistance [x a] = J(x = a)?

OR
pistance [(xY), (a, b)] = (x=a)2 + (y by

As given data is not in pair, we will use first formula of Euclidean Distance

Finding Distance between data points and cluster centros,
we will use following notations for calculating Distance:
D, = Distance from cluster C,centre
D; = Distance from cluster C.centre

D = Distance from cluster Cscentre

Di2,2) = \/(r —a)?= \/{Z. -2)2=0
D:(2,18) = \/(l —a)?= \‘;’(2 —16)2=14

Ds(2,38) = J(x —a)? = (2 — 38)2 =34

Here 0 is smallest distance sc Data point 2 belengs to G

1%

D4, 2) = Jx—a)p=J#—2)=2
D1(4,16) = JIx —a)2 = /(4 = 16)¢ =12

D:(4,38) = J(x — a)? = m =74

Hero 2 is smallest distance so Data point 4 belongs to C;

Ilm

Di(6.2) = J(x — a)l=|(6=-2) =4
D.(6,16) = /(x —a)* = J6—-16)2=10

Dy(6, 38) = Y Gx — @7 = /(6 — 38)* = 32

Here 4 is smallest distance S0 Data point 6 belongs to G,

D1(3,2}=J(x—a)2: H(_';._2)2='|
D2[3,-|6)=.,-‘(x-—a)2:m=]3
Ds(3, 38) = (x*aJ1=\/(373—83_2=35

Here 1is smallest distance SO Data point 3 belongs to C,

R - s
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31
D31, 2) = Jx—a)F = J(B1-2)F = 22
D:(31,16) = J(x = @) = J@I-16)° = 1°
Dﬂ3h38}=d(x—f02=vTﬁij§§E=7 1bdongstoC3

; : int3
Here 0 is smallest distance so Data PO

D12, 2) = Jx—a)? = J(12-2)* =10
D2(12,16) = J(x — a)? = J(12 - 16)* =
Ds(12, 38) = J(x — )% = /(12 - 38)% = 26

y longs to G2
Here 0 is smallest distance so Data point 12 be

Di(15,2) = Jx —a)? = /(A5 -2)2 =13
D2(15,16) = JG =) = (5 - 16)% = 1
D:(15, 38) = /(x — a)? = /(15— 38)* = 23

. to C;
Here 1is smallest distance so Data point 15 belongs

Di(16,2) = J(x —a)2 = J(16 = 2)* =
D:(16,16) = /(x —a)? = /(16 - 16)* =0
Ds(16,38) = /(x — @)? = /(16 - 38)% = 22

Here O is smallest distance so Data point 4 belongs to C;

Di(38,2) = J(x —a)? = J(33-2)> =36
D.(38,16) = J(x — a)? = /(38 - 16)2 = 22
D:(38,38) = \/_(x —a)?= \f(351 = 33):{ =0

Here 0O is smailest distance so Data point 38 belongs to C;

D1(35,2) = J(x—a)? = /(35-2)2 =33
D(35,16) = /(x — a)? = /(35 - 16)% = 2]
D1(35,38) = /(x —a)? = /(35-38)2 =3

Here 3 is smallest distance so Data point 35 belongs to C;

Di(14,2) = J(x = a)? = J{1T=2F = 12
D.(14,16) = J(x — @)% = J(14-- 16)Z = 2
Ds(14, 38) = (x — )* = /(14 - 38)7 = 24

Here 2 is smallest distance so Data point

14 belongs to ¢,

D\(21,2) = J(r— @)% = (@1 -2)7 = 19
D,(21,16) = J(x —a)? = (21 = 16)2=5

-_—__-_‘__—_-——-——-_
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D:(21.38) = J(x —a)* = /2T —3gj7 = 1y
Here 5is smallest distance < ;
50 Data point 21 belongs to C-
P2
D[23- 2] = v (): T ﬂ)Z = At (23 _ 2]2 =71
D:(23.18) = J(x — Q) = (23 = 16)? = 7
D423 3 = —a)d =
D:(23, 38) (x—a)t = (23-38)2=15
Here 7 is smallest dj ;
Stance so Data point 23 belongs to C:
25
D(252) = J(x —a)? = \f(25 = 2 =23
D25 16) = J(I—a}f = \}(25 -16):=9
[2:(25,38) = \r‘r(.t‘— u)-: = J(25-- 38)2=13
Here 915 smallest distance so Data point 25 belonas to C;
30:
D20, 2) = \;’r(_\- - ) = J(:{n -2)2=28
D,(30,16) = \;‘(_‘- —a)* = (30— 16)2 =14
D4(30,28) = J(x —a) = /(30 =-38)°=8
Hero & is srallest distance so Data point 30 belongs to C:
The clusters will be,
Ci = {2, 4,6, 3},
C>=(12,15,16, 14, 21, 23, 25},
; C. = {31, 38, 35, 30}
Now e have to recalculate the centre of thesa clustars as following
Ci= ii;i_‘ z % = 275 (we can rcund off this value to 4 also)
Cs= l:-:n.;c.l:-nv.‘:i»:’s =._3i: 18
Cy= “‘33:""-’“ = :ﬁ = 335 (we can round of this value to 34 also)
Now we will again calculate distance from each data point to all new cluster cen
a tres,
D4 = JG=a = @D =2
0.02.18) = J(x—a)F =y (2—-18)* =16
L D= G = /BT ER
tHore 2 is smallest distance soO Data point 2 belongs to G
&
D )= Jm—o = JE=H7=0
E D:(4, ]8} — m = \"(4 - 183- s
; D.l4, 34) = yr(.:ﬂ_)—: =J@#- 34y =39
- ] Here O is smallest distance s Dats point 4 belongs tc G,
3 -
3
i~ 25
e Page 810f102
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et

G:
Di(6,4) = J(x =) = J(6— D* =2
D:(6.18) = /(x — a)° = J(6 — 18)° =12
Ds(6,34) = J(x = a)- = Vm =28

point & belongs to &

Here 2 is smallest distance so Data

D'(:S' 4} = \."'{.\‘ v (1}‘ = \;"(3 i -'l]" 3|
D:(3,18) = J(x —a@)2 = /@3- 18)* =15

Ds(3,34) = J(x —a)2 = /@3- 3H? =31
ta point 3 belond

H . to G
Here 1is smallest distance so Da 5

D31, 4) = /(x — @)? = /(31 — 4)2 =27
D2(31,18) = J(x —a)? = /(31 — 18)* =13

Ds(31,34) = J(x —a)? = /(31 —34)* =3
Here 3 is smallest distance so Data pein

t 31 belongs to Cs

Dl“Z, 4] = (1’ —_ [[)2 = \W =R
D,(12,78) = f(x —a)? = /(12— 18)* =6

Ds(12,34) = J(x —a)2 = /(12 —34)2 =22
Here 6 is smallest distance so Data point 12 belongs to Cz

l—l

D:ﬂ5, 4:] = ‘u((x_a)z = ‘/(IS = 4)2 =7
D-(15,18) = \/(—x?a)_z . mtﬁﬁ —3

Ds(15, 34) = J(x — a)? = /(15 = 34)2 =19
Here 3 is smallest distance sc Data point 15 helcnigs to C,

D16, 4) = /(x — @) = /(16 — 4)? =12
D.(16,18) = \/(x — a)? = /(16 — 18)* = 2

D1(16,34) = /(x —a)? = /(16 — 34)2 =18
Here 2 is smallest distance so Data point 4 belongs to C,

D:(38, 4) = J(x —a)? = /(38 —4)? =34
D-(38,18) = Jx—a) = J(38—18)2=20

Ds(38, 34) = J(x—a)=J(38—34)2=4

Here 4 is smallest distance so Data point 38 belongsto ¢
3

N
n

l

Di(35,4) = J(x —@)? =35 -4)%2=3

D2(35,18) = \/?X —a) = ‘/(35 —18)2 =17

,'/..

A
—————
____________"_________.,_-u—F"“—r ﬂl
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D3(35,34) = J(r = @)% = (B8 57 = 0

Here 1is smallest distance ¢

ch

0 Data point 25 belongs to ¢,

fhi
D14 4) =y (x = )2 = J(TT =32 = 10

D:(14,18) = V& = a)? = /(T =Tgyz - 4
Ds(14, 34) = J(x — a)2 = J(T4=32)7 = 29

Here 4 Is smallest distance so Data point 14 belongs to C;

pil

Di(21,4) = J(x = a)? = [T =) =17

DaA21,18) = J(x —a)% = J21 —18)? = 3

D21, 34) = J(x —a)? = \[(ZT= 39)7 =13

Here 3 is smallest distance so Data point 21 belongs to C;
2%

Di(23, 4) = J(x—a)? = J(23—4)2 =19

{),(23, ]8] = \j{(x — ({)2 = \/(23— “])z =5

D-l:?.z., 34} = J(x — a}z = \/(23 - '{4)2 =1

Here 5 is smallest distance so Data point 23 belongs to Cz

]

! Di(25, 4) = J(x = )2 = J(25-4)?2 = 21
D,(25,18) = J(x —a)? = /(25 - 18)2 =7
1 D325, 34) = f(x - 6)* =+/(25-34)2 =9

Here 7 is srnallest distance so Data point 25 belongs to C;

{ DI(30, 4) = J(x —a)? = /(30— 4)? = 26
0,(30,18) = J(x — a)? = (30— 18)? =12
0430, 34) = J(r — @2 = J(B0 - 34)? = 4

; Hore 4 i< smallest distance so Data point 30 belongs to C;

The updated clusters will be,
| Ci={2 4,6, 3},

| C,=(12,15,16, 14, 21, 23, 25},

C = (31, 38, 35, 30}

We can see that there is no difference between previous clusters and these updated clusters, so we will

stop the process here.
Finalised clusters -
Ci={2,4,6,3},

{ C.={12,15,16, 14, 21,23, 25}
1 = (3, 38, 35, 30)

i

4 o
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Chap-7]| Learnlng_vili// K=2. Use Ci(2/4) & C;(G, 3) as initia| Clusty

o fOl' = rc
Q8.  Apply K-means algorithm of ghver " (6,6) M,
' 3 5(4.3)0 f(e,
Data: a(2,4), b(3.3): c(5.5): d(6:3) oM . b

W

Ans: 7

Number of clusters k=2

iti = (2 ),CJ:(E“:‘} .
Initial cluster centre for C:= (2, 4)  and 1 cluster centres. We will use Euclicigyy, f
S d L Joe

. : = A0iN
We will check distance between data k

formula for finding distance.
Distance [x, a] = |/ (x — a)*

OR

Distance [, ), (a, b)] = G O

lidean Distance.
a i< in pair, wewill use second formula of Euclidear

As given dat

- 3 res.
Finding Distance between data points and cluster centres

we will use following notations for calculating Distance:
D = Distance from cluster C,centre

13, = Distance from cluster C.centre

(2. 4):
D2 4), (2 4= JG-a2 ¥ 7 —D)= =27+ (#-H?=0

Dil(2, 4), (6,3)] = Jlx—a)* + (¥ —b)*= JZ-6F+ (4—3)2 =413

Here O is smallest distance so Data point (2, 4) belongs to cluster C,.

As Data point belongs to cluster C;, we will recalculate the centre of cluster C, as following-

Using faliowing fermula for finding new centres of cluster =

X+a y+o

Centre [(x.y), {a, b)] = (52.22)
Here, (x,y) = current data point

(a, b) = old centre of cluster

x+a y+bY _ f2+2 4+4

Updated Centre of cluster G, = (T'T} = (..__.) = (2,4)

(3.3):
Dil3,3). 2. 4] = Jx—a) + == JB=27F + 3-4)Z =142

D:3,3). (6.3]] = J(x—a)’ + &= b= JB-6)+ 3=3)T=3

Here 1.42 is srnallest distance so Data point (3.3

belongs to cluster S

As Data DCIiﬂ[ belongs to cluster G, we will reca -

! |C1...'|ate thec“ re Of( IUS{QI 1 a5 D“O\N’fng-
Updatea re O' C|USler C'I =X _) = (“—-:“2 "——3 s =

Cent 2 2 2 ' 2 ) (25, .55;'

(5, 5):
Dil(5,5), (25,35)] = J(x—a)? + =D = \/(\

A =25y (5 = N
DA, 5). (6. 3)] = Vx— ) + (y =2 - ‘/(5_6)\( 35)2=292
Here 2.45 is smallest distance so Data poing 5 t(B-3)2=245
+ ) belo

Ngs to cluster C,

e —— ;
T—— -
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! soint be
| pata point
{ 10

longs to clust : ,
er C,, we will recalculate the centre of cluster C

od Centre of cluster ¢, = (i_'E £’_") 2 (5+r.. 51.3)
2! - _Z_'_‘:- = {55, 4)

! , as following-
! pdat

F

6.3
I Dl[{Gr 3}' 'I25r 35)] = (x - ) 4 (y — };}2 = \%._ 25)2 + (3 - 3_5}2 =354
DA(6.3). 55, 4] = Jr=aff+ =h)= [ETserT G = 112

Here 112 is sr.allest dist

ance so Data point (6, 3) belongs to cluster C;

| B pata point belongs to cluster €, we will recalculate the centre of cluster C; as following-

ypdated Centre of cluster C, = (Szinw) s (ms.s iﬂ) - (575,35)
. S 75,3

4 3)

Dl(4.3). (25, 38)] = Jr—a) + (y=b)? = [T - 2572 + (3-35)2 =159

Daf(4. 3). (575, 35)] = J(x=a)¥+ (v=h)* = J(A =575 + (3 —3.5) =183

Here 1.59 is smallest distance so Data point (4, 3) belongs to cluster C,

As Data point beiongs to cluster C, we will recalculate the centre of cluster C; as following-
Updated Centre of cluster Cy = ‘-ﬂib) = (—'l,i-ili) = (3.25,3.25)
(6, 6):

DI[(6, 6), (325, 3.25)] = Jx —a)° + (¥ — b)? = J(6—325)% + (6 —3.25)2=3.89

D:[(6, 8), (575, 3.5)) = J(x—a)F + (y =b)* = J(6—=575)*+ (6 —3.5)* =252

Here 2.52 is smallest distance so Data point (6, 6) belongs to cluster C,

The final clusters will be,
C=1(2, 4), (3.3),(4.3). (5.6)},
C.=1{(5, 5). (6, 3)}

Q9. Apply Agglomerative clustering algorithm on given data and draw dendrogram. Show three

clusters with its allocated peints. Use cingie link method.

Adjacency Matrix

a b o d e 1 4

alo V2 10 | V17 | V5 | V20

b|yz |O 8 |2 ] V18
c|vio | V8 | O V5 | V5 |2
d | V17 |1 Vs | O 2 3

Vs 1 V5 0 V13
F | vzo0 | VI8 |2 3 yiz |0

{ Ans: [1OM - May16 & Dec17)

; following formula for Single link
: ; to solve this sum. We use a for Single link surm,
| We have to use single link method

. Min [dist (a), (B)] - We wi

: *u_h________'__.—______________’————"__'— - =
Fage 85 of 102

I choose smallest distance value from two distance vaiues.
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| Chnrl 7 I Lonrnlng wi:h Clustoring rh
: art of dia
coc that the upper bound p it g
Weo have qiven Adjacency matriz in which we can= | 5
At of the matrix.

lower bound of dingonal so we can use any p
© sl
Wo will use | ower bound of diagonal a4 show 'irl R -FF;——--—F—""
— 1% [ o 3
a 1
alo .l == ——
blvz |9 ] et
clvio| va |© [ —
afvi 1| 0 .
I -——--—'—""__-_-_‘-_-_-_--_.-I O
el V5 | V5 | 2
o —_—t - 0
TV | vis |2 |3 vi3
o e

ue frorm above distance matrix. We can see that 1is sm

n;
‘i

Now woe have to find minimum distance val

' ' <e any one value from it
distance value but it appears twice In malrix so we can choaose any

Taking distance value of (b, e) =1

Now we will draw dendrograrm for it

—

b '
Now we have to recalculate distance matrix,
Wo will find distance between clustered points le. (b, e) and other renaining points.
+ Distance between (b, €) and a:

Min[dist (b, e), a]

= Min[dist (b, a), (e, a)]

= MinlyZ, V5]

o as we have to choose smallest value.

« Distance between (b, e) and c:
Min[dist (b, €), c] = Mimfaist (b, ¢), (¢, ¢)} = MIn[V3,V5] =
« Distance between (b, ) and d:
Min[dist (b, e}, d] = Min[dist (b, d), (e, d)] = Min[1,2] =1
« Distance between (b, e) and f;
Min[dist (b, ), f|] = Min[dist (b, f), (e,1)] = Min[V8,y13] = V13

Now we have put these values to update distance matrix:

A b,e) e d f
a2 o T ]
be | vz |0 T —ft—— n
c V10 V5 0
d __"_h-——-___.
Y T L
""__""——--——r-——_._
20 V13 L

Now we have to find smallest distance value from updateq

Here distance between [(b, @), d] = Tis smallagt distansaval

i = —

< Handcrafted by BackkBenchers Bublicatigne
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to draw dendy
wwe have ogram for
1o these new clustered points.
|
{
| oW recalculating distance matrix again
| ing distance betwe 3
| rinding en clustered points and other remaining points.
|, Distance between [(b, e), d] and a:
]
' in {dist [(b, €), d], a} = Min 1di _
| Min {dist [(b, ¢}, d], a} = Min {dist (b, €), a], [d, a]} = Min [vZ,V17] = V2
', Distance between [(b, e .dlandc:
: Min {dist {(b, e), d}, ¢} = Min (dist [(b, e),cl. [d, c]} = Min [V5,v5] = V5§
.+ Distance between [(b, e), d} and f:
Min {dist [(B, e), d], f} = Min {dist [(5, e), 1], [d, f]} = Min [V13,3] = 3
wwe have to put these distance values in distance matrix to update it.
| a b, ed |c f
A [o
(b, e, d) V2 0
C V1o NG 0
f V20 3 2 0
Here distance between [(b, €, d), a] = V2 is smallest distance value in updated distanc= matrix.
[rawing dendregram for new clustered points
.r—! d &
Low recalculating distance matrix.
'+ Finding distance between [(b, e, d),aland c:
Min {dist |(b, e, d), a), [c]} = Min {dist [(b, e, d), c), [a, €]} = Min [V5,V10] =5
'+ Finding distance between [(b, e, d),a] and f:
Min (dist [(b, &, d), al, [} = Min {dist [(b,e, d). ] [a, I} = Min [3,V20] = 3
Putting these new distance values in distance matrix to update it.
(b,e,d,a)|c|F
(b,ed.a)| O
c V5 o)
f 3 219
publications Page 87 of 102
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Chap - 7 | Learning with Clustering

est distance:

-----l"""'."'.“l._l

b
Recalculating distance matrix,

+ Finding distance I:;e'tww-d‘é"1 Min [V5,3] = V5

.d,a)l} =
Min { dist (c. f} (b, &, d, a]} = Min { dist [c. (b, & d. 2l (ho12:

Here, distance between (c, f) = 21 small

|

Putting this value to update distance matrix

Drawing dendrogram for new cluster,

[ ] [

e d a ¢ P

QIC. For the given set of points identify clusters using complete link and average link using

agglomerative clustering.

A B
P1 |1 1
P2 |15 1.5
P3 |5 5
P4 |3 [4
(PS4 [4
P6 BTN
Ans: L__“‘s——“j—s-

We have to solve this sum using complete link mathod ang Average link meth
ina f n
We use following formula for complete link sum method.

Max [dist (@), (D)] .o We will choose biggeSt distance
We use following formula for cemplete link sum

Avg [dist (a), (b)] = ; [a + b]

value from two distance values.

We will ¢ : e
hoose blggest dista Nnce Va'ue from two distdl’lce \."_'lll-‘

e o
¥ Handcrafted by BackkBenchers Publications R e TN
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i G . -"'-'__"——«—.__.________
given data is not in distance /

;|t1j;1r:trncy m

.. Hf e

L trix using Euclidean distance atrix form, So we will convert it to distance / adjacency
md hece

formuly which i«

- s as f ir
) D;s!ﬂnce i(X, y], (:'\, h]] = (_‘. = (W; :_L_F 1 OHUWH‘Igr

Nowfir‘lding distance between p) and P2, Distance [P, P

| doncel V). (L5, 1.9)) = Vo =i =g m;:—‘?? :
e above step we will fing distance etween 0”-]-;[ p;:l: ;]}J ‘,:“0' !
Distance [P, P3] = 566 R

Distance [P, P4) = %6
Distance (P, P5] = 4,25
Distance [P1, Pg| = 32)
Distance [P2, P3] = 495
Distance (P2, P4| =297
Distance (P2, PS) =354
Distance [P2, P6] = 2.5
Distance [P3, P4] =224
Distance [P3, P5) = 1.42
Distance [P3, PB| = 2.5
Distance [P4, P5] =1
Distance [P4, P6] =05
Distance [P5, P6] =112

Putting these values in lower bound of diagonal of distance / adjacency matrix,

P1 T P2 P3 P4 PS5 PG
P To T —
P2 o7 0
r3 1566 4.95 0
(P4 361 29z 224 0 Saaae
P5 * 4.25 3.54 1.42 1 0
Fs 1321 2.5 25 0.5 112 )

COMPLETE LINK METHOD:

Here, distance between P4 and P6 is 0.5 which is smallest distance in matrix.

P4 6

Racalculating distance matrix:

* Distance between (P4, P6) and P1
= Max[dist (P4, P6),Pll
= Max(dist (P4, P1), (P6, P1)]

= Max[3.61, 3.21] nce value as it is Complete link method

=361 ... We take biggest diﬂaﬁ__ﬁ_______r___ |
L e i Page 89 of 102 :
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Distance between (P4, P6) and P2
= Max[dist (P4, P6), P2)

= Max[dist (P4, P2), (P86, P2)]

= Max[292, 2.9]

=292

Distance between (P4, P6) and P3
= Max|[dist 'P4, P6), P3)

= Max[dist (P4, P3), (P6, P3)]

= Max[2.24,2.5]

=25

Distance between (P4, P6) and P5
= Max[dist (P4, P6), P5]

= Max[dist (P4, P5), (P6, PS)]

N

WWW.TOPPersSOIugiQnS
0

= Max[1,112]
=112
Updating distance matrix: .

Pl 0
P2 071 0
P3 566 495 0
(P4, Pg) 363 292 25 0
P5 4.25 354 1.42 112 0 1

Here (P1, P2j = 0.77 is smallest distance in matrix

1T

P1 P2

Recalculating distance matrix:

« Distance between (P1, P2} and P3
= Max|dist (P1, P2), P3]
= Max[dist (P1, P3), (P2, PZ)]
= Max[5.66, 4.95]
=566
+ Distance betweer (P1, P2) and (P4, Pg)
= Max|[dist (Pi, P2), (P4, P6)]
= Max[ dist {P1, (P4, P6)}, (P2, (P4, Pe)}]
= Max([3.61, 2.92]
=3.61

¥ Handcrafted by BackkBenchers Publ\-————‘—""ﬂj
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; ce betwee
. D[stan n (p-ln pz] and PS
. Max[dist (P1, P2), P5]
- Max[dist (P1, P5), (P2, PS)
- Max[4.25, 3.54]

=425

Jpdating distance matrix using above values

www.ToppersSolutions.com

(P1, P2) 53

(P4, P8)

(P1, P2) 0

P3
| P 5.66 5

sz,. P6) 1z =

112

Here [(P4, P6), PS] =112 is smallest distance in matrix,

Recaiculating distance matrix
« Distance between [(P4, P6), P5}and (P1, P2)
= Max[dist {(P4, P6), PS5}, (P1, P2)]
Max| dist {(P4, P8), (F1, P2)}, (PS5, (P, P2)}]
= Max[3.61, 4.25]
=425
«  nNicrance between {(P4, PE), P5) an<d P3
- Mox(dist {(P4, P6), PS5}, P3]
= Max[ dist {(P4, P6), P3}, {P5, P3}]
= Max[2.5,1.42]

=25

Updating distance matrix

P5 P1 P2

—  [{P.P2

P3

(P4, P6, P5)

S
(P1, P2) 0
566

425

P3

(PZ, P8, P5)
Skl

Here, [(P4, P8, PS). P3]

Mo

——

_’ Handcrafted by BackkBenchers
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Recalculating distance matrix:

« Distance between {(P4, P6, PS), P3) and

Ja ]6 Ps P3 p1 e

(P1, P2}

= Max[dist {(P4, P&, PS), P3}, {P1, P2]]

= Max[dist{(P4, P6, PS), (P1, P2)}, (P3, (P1, P2}
= Max[4.25, 5.66]
=566

Updating distance matrix

(P1, P2)

(P4, P6, PS5, P3)

Tﬁ] &) [ ip4, PG, P5, P3)

" //h—m

0 f |
B o ~

566 &

VWYY Yy § A et )boiuﬁﬁr
-
£

P1 P2
AVEPAGE LINK METHOD:
Original Distance Matrix:
P P2 P3 P4 PS P i
Pl 0 =
P2 0.71 0 | =
P3 5.66 4.95 0 | i
P 360 292 224 0 S ananaadl
P5 425 354 142 ] = _1'»__—— -
P6 3.21 25 25 05 5 —ﬁ—-’" -
| —

Here, distance between P4 and P6 is 0.5 which is smallest distance in matri
matrix.

P4

—_—
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_jjeulating distance matrix .

pistance between (P4, P6) and p1
. avaldist (P4, P6), P

- avgldist (P4, P), (P, pyy)
-43.61+321]

L

We take average distance

pistance between (P4, Pg) value as it is Average link method

and p2
= Avgldist (P4, P6), p2)

= Avg(dist (P4, P2), (P, P2)]
=§pgz+za
=271
. Distance between (P4, P€) and P3
= Avg[dist (P4, P6), P3)
= Avgldist (P4, F3), (P6, P3)]
(224 +2.5)
=237
+ Distance between (P4, P6) and P5
- Avgldist (P4, P6), P5]
= Avgldist (P4, PS), (P6, PS)]
=21 +12)
- 1.06

' Ipdating distance matrix

- =) P2 P3 \P4, P6) P5
[ P1 0 o
| P2 0.7 0 =
' p3 566 495 0 i
hp‘q. P6) 3.41 27N 2.3% 0
PS5 4.25 354 1.42 1.06 0

‘are (P1, P2) = 0.71 is smallest distance in matrix

Rocalculating distance matrix:
+ Distance between (P1, P2) and P3

= Avg[dist (P1, P2), P3]

= Avg[dist (P, P3), (P2, P3]]
= 2[5.66 + 4.95]

=53]

o ar P
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Distance between (P1, P2) and (P4, P6)
= Avg[dist (P1, P2), (P4, P6)]

= Avg[ dist {P1, (P4, P6)}, {P2, (P4, P6)}]
== [3.41 +2.71]

= 3.06

Distance between (P1, P2) and P5

= Avg[dist (P1, P2), P5]

= Avg[dist (P1, P5), (P2, P5)]

=-[4.25+ 354

=390
Updating distance matrix using above values,
T 53 (P4, P6) PS .
(P1,P2) 0 T ,
P3 531 0 7
(P4, P6) 3.06 25 v I
Ps 350 142 112 o
Here [(P4, P6), P5] =112 is smallest distance in matrix,
1l
calculating distance matrix: ,
Distance between {{P4, P&), P5) and (P1, P2) |
= Avg(dist {(P4. P6), PS5}, (P1, P2jj
= Avg[ dist {(P4, Pe), (P1, P2)}, (PS5, (P1, P2)} ]
= 1 [3.06 + 3.90]
=3.48
Distance between {(P4, P6), P5} and P3
= Avgl[dist {(P4, P6), P5}, P3]
= Avg| dist {(P4, P§), P3}, {P5, P3} ]
= 1 [25 +1.42]
=196
Updating distance matrix
(P1, P2) E e
F53) R L [
P3 5.66 D e -~
(P4, P6, P5) 3.48 ——
196 -"*‘“‘--——O——______-——-—-
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Here, [(P4 P&, PS), P3] =196 is smy e distance in
Matrix,

MM

P5 p3 P1 P2

p’%@!gjlating distance matrix:
. Distance between {(P4, P€, PS), P3} and P1, P2}
= Avgldist (P4, P6, PS), P3}, (P1, P2))
= Avg[dist{(P4, Pg, PS5), (P, P2)), {P3, (P, P2)})
(3.48 + 5.66]

:
2
=457

Updating distance matrix

—_—

;F (P1, P2) (P4, P6, PS5, P3) ‘
1 (1, P2) 0
. (P4, P6, PS, P3) 457 0
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CHAP - 8: REIN FORCEM:!

ent learning? I |
Q. :
n with the help of an examp |
ts invo M .
arious elements Ived in f°”’“|nq

Q1. What are the elements of reinforcem

Q2.  What is Reinforcement Learning? Explai
ail along with the v

¥ observable state.
ay16, Dec16, May17, Decl? & May;q,

Q3.  Explain reinforcement learning in det
the concept. Also define what is meant by partinll

- M
o [5-10M|

REINFORCEMENT LEARNING:

1. Reinforcement Learning is a type of machine [earning
environment by t ial

algorithim.

) . . ynd error.
2. It enables an agent to learn in an interactive *

. s = 1 -G
3. Agent uses feedback from its own actions and experiences.

4. The goal is to find a suitable action model that increase total reward of the agent,
5. Qutput depends on the state of the currentinput,
The next input depends on the output of the previous input,
7. Types of Reinforcement Learning:
a. Positive RL.
b. Negative RL.
8. The most common application of reinforcement learning are: ,

a. PC Games: Reinforcement learning is widely being used in PC games like Assassin's Croed. Chess

etc. the enemies change their moves and approach based on your performance.

b. Robotics: Most of the robots that you see in the present world are running on Reinfarcement

Learning.

1. We have an agent and a reward, with many hurdles in between.

2. The agent is supposed to find the best possible path to reach the reward.

Figure 8.1: Example of Reinforcement Le

| arning.
The figure 81 s hows robet, diamond and fire.

The goal of the robot is to get the reward

Reward is the diamond and avoid the hurdles that is fira

The robot learns by trying all the possible paths

After learnina robot chooses a path which gives him the re
ward

Each right step will give the robot a reward. With the least hurdles.

W O N OGN W

Each wrong step will subtract the reward of the robot

10, The total reward will be calculated when jt reaches the fing| reward ti
Srieward that is the diamond.

—_— —
— ——

—— i
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e four main sut elements of

e a reinfor tlearni
s rorcement learning svstem:

jA m'fy
ward function

A e

9 jye function

AVD

e femp pry .
amadel of the environment (oprignal)

CRIERVATIONS

B

N

- S i -
| § LtEwanos |
L gy I——-_._ — ATEMT

",

-

ACTIOmS

policy:

The pobicy is the core of 3 reinforcement learning agent.
Folicy 1s sufficient ta determine behawviour

Ir aeneral, policies may be stochastic

i Apchoy defines the learning agent's way of behaving at a given time.
from perceved states of the environment to actions to be taken when in those

4 ’ SR . - - -~
S RPOUCY 1S a8 Magping

n1 5N

£ Insome cases the policy may be 2 simple funcuon or lookup tacle
il Reward Function:
the gozl in a reinforcement learning problem.

A rerard funcuon defines !

cered state of the environment to a single number, a reward.

Pevward function maps each pe

defines what tha gond and bad events are for the agent.

2. The reward funcuun
4 Therewszrd funclon must necessaniy be uanaherable by the agent
5 Reward functions serve as a basis for altering tne policy.

ii1) Value Function:

| whereas a reward function indicates Whdl IS good i an immediate sense,
. Jhereas a rewars funcuis

Véilal c
, A value function specities what s gcod in the long run.
ihe value of a state 1s the totai amount of rewarc an agent can expect to collect over the future,

3
starting frorn that state.
4 Dewards are in a sense primary, whereas values. as predicticns of rewards, are secondary.

nly purcose of estimating values is to achieve

m
Q

S without rewards there could be nc Jqalues, and th

more renard

er + of Beinforcement lzarning system

that mimics the behaviour of the environment.
= ~ oarTier The ~oz2l mil + ad; ".'.'?‘, r€"uita .
3 cor example, given 3 state and action, -he modsl might predict the resultant next state and next

. oredict the resultant next state and next reward.

) T -4 - -
gacticn inenic can

. icati Page 97 of 162
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Q4. Model Based Learning

Ans: [1om I Décl'r_i

MODEL BASED LEARNING:

; i arning models.
1. Model-based machine learning refers to machine learning m

i ters which do not change .
2. Those models are parameterized with a certain number of parame 9 as the

size of training data changes.

3. The goal is "to provide a single development framework which supports the creation of a wide range
of bespoke models", ' ,

4. For example, if you assume that a set of data (X], .., n, Yl.., n} you are given is subject to g jine,,
model Yi=sign(w'X; + b), Where w € R™ and m is the dimension of each data point regardless of

S.  There are 3 steps to model based machine learning, namely.
a. Describe the Model: Describe the process that generated the data using factor graphs.

b. Condition on Observed Data: Condition the observed variables to their known quantities,
Berform Inference: Perform backward reasoning to update the prior distribution over the latent

variables or parameters.

6. This framework emerged from an important convergence of three key ideas:

a. The adoption of a Bayesian viewpoint,

b. The use of factor graphs (a type of a probabilistic graphical model), and

c. The application of fast, deterministic, efficient and approximate inference algorithms,

MODEL BASED LEARNING PROCESS:

We start with maodel baced le

-

arning where we completely know the environment model parameters
2. Environment pararneters are P(rt 4 1) and P(st + 1 st, at),

4. We can directly sclve for the optional value function and policy using dvnamic proytamrning

|
|

]

|

|

! 3. Insuch acase, we do not need any exploration,
|

!

: The optimal value furction 1s unigue and is
|

the solution to simultancous equations

Once we have the optimal value function, the optimal policy is to choose the action that maximize

value in next state as following

IT * (st) = arg.. max(E [rt + 1] st, at] +r 3 P[st + 1] st, at] v * [st

+1])
BENEFITS:
1. Provides a systematic process of creating ML solutions.
2. Allow forincorporation of prior kKnowledge.
3. Does not suffers from over fitting.
4. Separates model from inference/training code,
S e

B e UL TS L
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gxplain in detail Temporal Difference Le

P e

arning

¥ [1OM | Dec16, May17 & Dec18]

E,“)p(}[hﬂnl.. DIFFERENCE LEARNING:

ot approachtolearning how to predict o uantity that depends on future values of a given signal.
fernporal BDifference Learning methods can be used to estimate these value functions.

Leatning happens through the iterative conrection of your ectimated returns towards a more accurate
Tzlf’lf:' fetiarny,

L algotithrre ate often used to predict a measure of the total amount of reward expected over the
[(FLRVLLE
They can be used to predict other quantities as well.,
pifferent TO algoritherne
a  HO) algonthrm
b () algontinmn
o 1) algorithm
[oheeasiest to understand temporal-difference algorithrn is the TD(0O) algorithm.
[EMPORAL DIFFERENCE LEARNING METHODS;
} On-Policy Temporal Difference methods:
Lepns the value of the policy that 14 used to make decisions
The value functions are updated using results frorm executing actions determined by some policy.
Lo These policies are usually "soft” and non-deterministic.
It ersures there 1 always an element of exploration to the policy.
The policy 1o not oo stact that it always chooses the action that gives the most reward.

Lo Onepolicy algarithrns cannot separate exploration from control,

) Off-Policy Temporal Difference methods:
1 can learn different policies for behaviour and estimation,

2 fogain, the behaviour policy s usually "soft" so tnere is sufficient exploration going on

4 Oll-policy alyorithrms can update the e

stirnated value functions using actions which have not actually
[

been tried
Otf-policy algonthrns can separate exploration from control

o Agent may ena up learning tactics that it did not nacessarily shows during the learning ph
g phase,

ACTION SELECTION POLICIES:

The aim of these policies is to balance the trade-off between exploitation and exploration
) r-Creedy:

1 Most of the time the action with the highest estimated reward is chosen, called the dreedies

i L action,

4 Every once ina while, cay with a small probability, an action is selected at random

3 The action is selected uniformly, independent of the action-value estimates.

5 This method ensures that if enough trials are done, each action will be tried an infinite numbe f
ro

tirnies,
:
fad

1 Itensures optimal actions are discovered.
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iy ¢-Sof:
Lo Varysrdilar to e - greecly,

Z. The best aetion 1s selected with probability 1 -+

w

Past of the tirne a randorn action is chosen uniformly

1y Sofirrar

b s drasitate of ¢ cgreeedy and ¢ -soft 15 that they select randorn actions unifotenty

2. The merst possibile actinn s just as likely to be selected as the sacond best

4 Softrnay rernedies this by assigning a rank or weight to eac h of the acticans, ace nteling tor thair actine,
akia estirnate

4 Arardore action is selecteed with regares to the weight associated pith each action

v AT rreans that the worsr actions are unhkely to be chosen.

s Tris moa gotrd approach to take where the waorat actiang are very unfavourable

ALNANTAGES OF TD METHODS:

b Lot needd a rnexle) of the ernvironment,

N

Ori-hirie arwed inerernental so can be fast

™

Thiey dos't need to wait till the end of the episode

4 Readless rmernory and computation

%, Wnat is Q-learning? Explain algorithm for learning Q
Ars: [10M | Daci5)

G-LEARMIMG:
T Gelearning is a reirforcernent learning technigue used in machine learning.
7 Q-lzarrinizg s a values-based learning algorithrn,
frie goal of O-learning is to learn a polizy,
4 (rloarning tells an agent what a2hon o take under what circumstances.
O Orlearring uses termporal differences to estirnate the value of Q’(s, a).
& In Clsarmng, the agent maintains a table of Q[S A,

Winere S5 the set of stares and

A1 the set of actions.
0 [s, a) represents its current estimate of Q" (s. a)

7 Anerpenance (s, a,r, ') provides one data point for the value of Qls, a)
& Thedata point is that the agent receved the future value of r+ yVv(s,

VWiere V(8 = maxy Qs a)
5 This s the actual current reward plus the discountecd estirmnated future valye.
10, This new data point is called a return.,
il Tneagent can use the temporal difference equation to update its estirmate for Qfs, a):

25, a) € Qfs, a] + alr+ yrnaxa' Qs a'] - 1-Qls, a))

12 O, eerialantly,

Ofs, a} ¢« [1-a) Qfs, a] « alr+ ymaxa' Q[s, a')).
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: n be proven that given suffici e .
g, leca # given sufficient training undear any 1 - soft policy, the alagorithen con perees with

bility 1to a clos ' i : ;
proba Y close approximation of the act 1on-value function for an arbareary targer policy
= ingl 5 i Sl
% Q Learning learns the optimal policy even when actions are selected accordingg Yo i rnore crploratony

or even random policy.

| Q-Tableisjust a simple lookup table

In Q-Table we calculate the maximum cxpected future rewards for action at cach state,

a3

1 Basically, this table will guide us to the best action at each state,

4 Inthe O-Table, the columns are the actions and the rows are the states

s Each Q-table score will be the maximum expected future rewared that the agent will getif it takes that
action at that state,

& Thisisan iterative process, as we need to improve the G-Table at cach iteration.,

PARAMETERS USED IN THE Q-VALUE UPDATE PROCESS:

) «-thelearning rate:

L Setbetween Oand).

2 Setting it to 0 means that the Q-values are never updated, hence nothing is learried,

3 Setting a high value such as 0.9 means that learning can cccur quickly.

I} y- Discount factor:

I Set between D and .
2 This models the fact that future rewards are worth less than immediate rewards,

3 Mathemaucally, the discount factor needs to be set less than O for the algorithm to converge.

1) Max, -the maximum reward:

I Thisis attanable in the state fellowing the current one,

2. e, the reward for taking the optimal action thereafcer

PROCEDURAL APPROACH:
imitialize the Q-values tablz, Q(s, a).

i

Observe the current state, .

I

3. Choose an action, a, for that state based on one of the action selection nolicies (¢ -soft, « -greedy or
Softrmax).

< lake the action, and observe the reward, r, as well as the new state, ¢

S Update the Q-value for the state using the sbserved reward and the maximum revward possible for
the next state. (The updating is done according to the formula and pararmeters described above.)

6. Set the state to the new state, and repeat the process until a terminal state is reached.

Explain following terms with respect to Reinforcement learning: delayed rewards,

Q7.
exploration, and partially observable states.(10 mark - d18)
Q8.  Explain reinforcement learning in detail along with the various elements involved in forming
the concept. Also define what is meant by partiaily observable state. (10 mark - d17)
Ans: [10M | Dec17 & Decl8]
| g page 101 of 102 4
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EXPLORATION:
1. ltmeans gathering more information about the problern

2. Reinforcement learning requires clover axploration rechanisms

3. Randomly selecting actions, without relerence to arn estirnated prtesbsability et tbation, stese, 4,0,
performance,
The case of (small) finite Markov decision processas is relatisely rlt niclerstood
However, due to the lack of algorithins that properly scale well yath the nuenbor of states s, ,
exploration methods are the most practical. |

6. One such method is e-greedy, when the agent chooses the action that it belioses Fias the pess .,
term effect with probability 1- ¢,

7. Ifno action which satisfies this condition is found, the agent chooses an action unifor ity ar e,
Here, 0 <« <Tisatuning parameter, which is sometirmes changed, oither staoring 1 o s e oo b
or adaptively based on heuristics.

DELAYED REWARDS:

1. Inthe general case of the reinforcerment learning problerm, the angent's atlions detarre e e oo o by s
immediate reward.,

2. And it also determine (at least probabilistically) the next state of the ervitonenernt

3. Itmay take a long sequence of actions, receiving insignificant reinforeernent,

4. Then finally arrive at a state with high reinforcerment,

5. Ithasto learn from delayed reinforcernent. This is called delayed revsardds,

6. Theagent must be able to learn which of its actions are desirable based on repated Yhat can tare olacs
arbitrarily far in the future,

7.

It can also be done with eligibility traces, which welgnt the previous action a o

The action before that a littie lecs, and the action before that even less and o on But it takes lot of

4

computational time.

PARTIALLY OBSERYABLE STATES:

1. Incertain applications, the agent does not know the state eractly.
2. Itis equipped with s2nsors that return an observation using which the agent shiould ectrmnates the
state.

3. Forexample, we have a robot which navigates in rooOr

4. The robot may not know its exact location in the room, or what else i in roorm
The robot may have a camera with which sensory obLervations are recoreled

This does not tell the robot its state exactly but gives indic

ation as to jte likely state,
For example, the robot may only know that there is 4 wall Lo it right

The setting is like a Markov decision process, except that after taking an action at

ervation ol which jg stochastic function of 404

w oo N o ¢

The new state s+l is not known but we have an obs nd
p (o+1] st, at).

10. This is called as partially observable state.
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